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Biological network evaluation and relation discovery from scientific literature

Chen Li

Even a simple biological phenomenon may introduce a complex network of molecular interactions. A number of manually curated databases store biological networks in various formats. Scientific literature is one of the trustful resources delivering knowledge of these networks. Evaluating biological network with collected evidential statements from the scientific literature aligns the two types of resources and supports knowledge discovery. Hidden molecular relation, which may be pathogenetic but have not been reported due to various reasons, can be discovered or inferred based on evidences collected from scientific literature. Meanwhile, for NLP-based TM, the evaluation delivers extensive knowledge about distribution of entities and reactions in scientific literature.

Biological network evaluation involves several layers of information. The identification and normalisation of biomedical entities is of high importance. The research work as part of the CALBC challenges, benchmarks different biological named entity recognition (NER) solutions leading to the result that a lexical approach in combination with disambiguation solutions trained on gold standard corpora provides state of the results. It also explores methods to automatically harmonise effort of different solutions to generate very large corpus (about one million abstracts).

Event extraction links individual entities with molecular interactions and the main method of collecting evidential statements. We develop PCorral, which assist bio-curators to gain a comprehensive understanding about the entities and the reaction without technological bias, and narrow down selected documents to focus on specific reaction. Later, I develop a precise method for evidential statement collection and hidden relation discovery. The system, named LitWay, is capable of identifying molecular interactions from free-text and flexible for identifying more types of complex reactions, including protein-protein interaction and protein-chemical interaction. The evaluation on BioNLP’13 data proves the system’s per-
formance to be state-of-the-art. It can be easily customised for different tasks.

By utilising the methods I developed, I evaluate the curated networks in BioModels Database. The evaluation quantitatively profiles the information of composition and morphology in the scientific literature for diverse networks including metabolic pathway and signalling pathway. The signalling pathways have a better coverage in the scientific literature. The evaluation is also extended to a comprehensive human metabolic network, RECON2, to explore the way of discovering hidden relations.
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Chapter 1

Introduction

Key points

• Biological networks are the focus of on-going research for exploring causes of diseases. Increasingly, different types of biological networks are intended to be jointly investigated for reconciling complicated biological systems.

• Aligning curated biological network with knowledge extracted by TM quantitatively characterise existence and morphology of different types of biological networks.

• Curated biological networks can be semantically enriched by their contents being aligned against evidential statements collected from the scientific literature.

• There are six phases towards extracting complete information of networks. Each phase provides a different layer of information for network evaluation.

• The last section of this chapter outlines the structure of the thesis and the contributions of the work.

Biomedical text mining (TM) endeavours to extract unstructured textual information into structured knowledge about biological processes. Then the knowledge can be stored in semantic resources or knowledge-base for easy re-use in the future. Current TM has been pacing toward the goal and mainly focuses on extracting bio-events, which cover various biochemical reactions. However, the gap between structured knowledge of biological network and unstructured texts is still significant. There is no work to systematically align contents and knowledge from two types of data at different levels (entity level, relation level and network level).
The thesis describes an effort of using TM methods to align knowledge of biological networks from two types of data sources. Besides presenting the new TM solutions, the alignments evaluate the TM solutions, analyse the issues of network extraction, and investigate molecular relations in the biological networks. The first type of data sources are structured and curated databases. The data has been checked by curators and fully or partially cross-referenced with semantic resources. Due to high cost of curation, the available data is less than that from the second type of data sources, the scientific literature. The scientific literature is in unstructured text, in which biological networks are described in natural language. Abundant knowledge about biological networks is available from it. However, retrieving them require further improving currently available TM solutions.

The alignment is bidirectional. It could evaluate the TM solutions against the curated biological networks, which helps to identify the issues of the solutions for extracting biological networks. It helps TM researchers to morphologically and quantitatively characterise different types of biological networks in the scientific literature. Conversely, aligning contents in curated databases could link publications or smaller units, e.g. sentences, with corresponding network elements in databases to semantically enrich networks. The alignment results are also valuable for studying molecular activities and detecting unreported relations.

The first chapter will start dissecting the problem by elaborating relationships between biological network and TM, especially based on the categorisation of different types of biological networks. Based on the analysis, it defines the rationality of the work.

1.1 Data for biological networks from different resources

Underneath biological phenomena, there are sophisticated networks of molecular interactions (MI) completing various functions. A biological network is represented in a graph structure composed of nodes that denote biomolecules and edges between the nodes representing the interactions or reactions between the biomolecules. Network representations serve many purposes in bioinformatics, and most importantly, networks are used to judge the functional behaviour of interaction networks on the molecular level. Network representations are used to simulate, analyse and visualise the responses of protein interaction networks, metabolic pathways, specific synapses and even whole systems such as an organ, e.g. the liver or the brain. Studying the topological structure and the functional responses of such systems aims to reveal yet undiscovered mechanisms that could explain or improve specific unfavourable health conditions. In particular, the networks of signalling
and metabolic pathways are at the focus of on-going research to explore causes of diseases, and increasingly these different types are investigated jointly for reconciling the outcomes from regulatory or metabolic mechanisms. These developments are a part of the research in Systems Biology, which aims to build large-scale networks of complete living systems.

Following the increasing of interests in biomedical networks and their availability in electronic form, many public repositories have been created for hosting data of bio-networks [1–3]. Electronic representations of networks can serve several purposes: they do not only visualise biological systems but also help to interpret experimental data, to predict reactions between entities, or to infer new gene functions in functional genomics [4].

Mathematical models of biological networks are widely used for simulating processes by combining network topology with quantitative information of reactions between entities. Qualitative models are usually encoded in some logical formalism such as Prolog, while quantitative models are encoded in the standards such as the Systems Biology Markup Language (SBML) [5], CellML [6] and BioPAX [7]. Quantitative models are available in some special repositories [8, 9]. Data population of the repositories, especially open platforms like WikiPathways [10] and BioModels Database [8, 11], are community driven efforts, since encoding of models requires significant contributions from domain experts. Creation of encoded models and later processes of curation and annotation are all extremely time-consuming in order to meet certain quality and reusability. Artificial intelligence technologies of utilising TM have great potential to assist the better and faster processes of creation, curation and annotation [12].

1.1.1 Biomedical networks from the scientific literature

The latest developments in natural language processing (NLP) and biomedical semantics open a way of supporting manual curation, semi-automated curation and semantic enrichment of biological networks [13]. Advances in text mining (TM) show great potential to assist on-going studies of biological networks, ranging from molecular biology [14, 15] to systems biology [16]. In this thesis, analyses of complete biological networks are distinguished from those related to individual biological events or a sets of events. I emphasise the phases that TM has to fulfil to be able to evaluate different types of networks, such as signalling pathways versus metabolic pathways.

Networks are represented as graphs, where entities constitute the nodes. Therefore missions of knowledge retrieval and discovery of biological network, such as network evaluation, have to begin with named entity recognition (NER). Specifically, in network evalua-
• finds participating elements in biomedical pathways, i.e. genes / proteins, chemical entities;

• discovers functions and processes that could be impaired by a specific entity;

• retrieves information denoting molecular properties;

• maps entities to database entries (normalisation).

Relation extraction from the scientific literature attaches another layer of information on top of recognised entities. The information includes

• entity combinations involved in each reaction;

• relation types;

Current TM technologies are not yet fully integrated for gathering evidences from literatures, for example, identifying causative effects of gene-disease associations, which could be a modification of a molecular function of a protein or dysfunction of an anatomical component. No work has been done to align biological networks, such as signalling pathway or metabolic pathway, with knowledge mined from the scientific literature.

The work will require processing and analysing existing data repositories to compare contents against the scientific literature. Such systematic analysis will quantitatively reveal coverage and morphology of pathways in the scientific literature. Furthermore, the TM scientific community has made significant effort in automated identification of protein-protein interactions, but have not investigated the syntactic morphology of molecular relations, like those among proteins/genes and/or chemical entities. The analysis will also help to syntactically distinguish molecular relations between different types of entities, for example, trigger words for protein relation extraction may differ from that of chemical entities. The result may lead to developing novel extraction methods.

In this thesis, based on experiment and statistics, I analyse the aspects that TM has to fulfil to be able to evaluate different types of networks, such as signalling pathways versus metabolic pathways. I present the solutions I developed and discuss how I exploited TM methods to collect evidential statements from the scientific literature to investigate molecular functions and evaluate biological networks, including signalling pathway and metabolic pathway. The study also looks into a comprehensive metabolic network and investigates
molecular functions based on evidential statements collected from the scientific literature. The evaluation of biological networks aligns structured knowledge in curated databases with unstructured text. The alignment supports understanding of functional information of entities, and identifying causative entity or reaction in biological phenomenon or disease. Hidden molecular relation, which may be pathogenetic but have not been reported due to various reasons, can be discovered or inferred based on evidences collected from scientific literature.

1.2 Biological network and text mining

First of all, it is necessary to understand the status quo of TM supported network extraction, as different stage of network extraction offers information for different levels of networks. The term ‘biological network’ may be used to refer to various aggregations of relations between biomolecules, diseases or phenotypes etc. In this study, I focus on the biological networks, which are directed graphs consisting of consecutive interactions between biomolecules, such as proteins, genes and chemical substances. This definition includes signalling pathways, metabolic pathways and regulatory networks.

In the era of ‘omics’ data, a desired outcome of many interdisciplinary studies in biology is combinations of semantic resources and high throughput data to produce reliable biological networks. Progress in the field of biological TM supports automatic extraction of such networks from the scientific literature [17–21]. Network extraction is complex and the implementation of a given system may vary (e.g. entity normalisation may happen after relation/event extraction). I distinguish six phases in a typical process as illustrated in a pyramid structure of Fig. 1.1. While the tasks at the top of the pyramid are very challenging, they can deliver information for the simulation of complex biological systems.

• Firstly, biological entities and concepts are tagged in the text; this corresponds to *Entity mentions*.

• During *Entity normalisation*, entity mentions are disambiguated and linked with entries in biological databases or ontologies.

• *Relation extraction* aims to detect biological relationships between any recognised entities (e.g. ‘inhibit’, ‘bind’ etc).
• *Event extraction* identifies the directionality\(^1\) and the polarity\(^2\) of biological interactions/reactions.

• *Network extraction* interconnects extracted events in order to build complete networks depicting biological phenomena, such as the initiation of cell growth as the response to an extracellular signal from ligand binding. Such a network can be modelled as a set of MIs that induce binary signals (on/off) and can be encoded in a logical model.

• *Quantitative modelling* extracts quantitative parameters of biological networks. It enhances networks with kinetic details. The parameters could be mass, concentration of reactants and products, or reaction time etc. They are useful for simulating biological phenomena to gain a better insight about mechanisms of related biological systems.

---

\(^1\) i.e. which are the agents and which are the targets

\(^2\) i.e. the positive or negative effect of a biochemical reaction. e.g. up-regulation and down-regulation.
cross-corpus [23] or cross-tagger evaluation can lead to variable results. There is also great
differentiation between recognition performance for different types of entities, with genes
and proteins having the highest recognition rates. Relation extraction and event extraction
are currently the TM tasks that receive the most attention in the biological TM research
community.

Organised shared tasks and challenges addressing these tasks [15, 24] have gained a
lot of prominence in the research community. The corpora and the performances set stan-
dards for research in this area. However, the focus in the challenges resides solely with
the identification of relations and events between proteins as opposed to relations involving
other molecules, such as chemical entities. Meanwhile, researchers have stepped up their
efforts on automated [17] or semi-automated [18] network extraction, and, at the same time,
very little effort has been spent on extracting quantitative models from the literatures. KiPar
[25], KID [26] and KIND [27] are rule-based systems for extracting quantitative information
from text. Nonetheless, adding quantitative information to biological networks is complex
and challenging as this information is often not available in text but hidden in graphs and
tables. BioNLP’13 [28] showed promise in that it is the first time systems were asked to
tackle pathway curation as a task, thus investigating current TM capability for automatic
pathway extraction.

On occasions, the term relation is synonymously used for events. Ananiadou et al. [16]
distinguishes a relation from an event in the following way. A relation expresses the exis-
tence of an interaction between a pair of entities. For example, in “calcium ions penetrate
the site and trigger VAMP, syntaxin and SNAP-25 to bind together in a lock and key
fashion” [29], each binary binding among “VAMP”, “syntaxin” and “SNAP-25” is the re-
lation between a pair, whereas the formation of the complex composed of three bindings
is a biological event. Therefore, an event represents a functionally complete behaviour of
biomolecules. Extracting an event requires identification of more complex information than
a relation. Essentially, an event have attributes of directionality and polarity, which are
extra characteristics than relations have, for example, directionality of protein binding and
polarity of regulation. It also should include information about the outcome of a reaction
(see Section 4.1.1). To characterise an event fully, one needs to be able to capture various
aspects of scientific discourses, such as whether an event is hypothesised or an outcome of
a study, or certainty level of the event [30, 31]. In this work, analyses concerning complete
biological networks are distinguished from those related to individual biological events or a
set of events only.

Even without considering quantitative information, the concept of networks is greater
than that of a bag of events. Disregarding the redundancy issue between events, sequence of reactions/events plays an important role in deciding molecular roles within a regulatory mechanism under specific conditions. Under certain circumstances, a network may be topologically and quantitatively dynamic. For example, when other cellular gradients influence a metabolic pathway, the pathway may change over time. These challenges make network extraction conceptually and technologically much more complicated than extracting a bag of events (see Section 4.1.1). However, even obtaining a bag of unique events where coreference between entities and entity mentions have been resolved is far from a trivial task.

1.3 Different types of biological networks

Signalling pathways and metabolic pathways pose different challenges to TM event extraction, since signalling pathways consist of binary protein-protein interactions (PPI) whereas metabolic pathways consist of chemical-protein interactions (CPI). Both networks are often studied independently, although they might be coupled in order to model similar processes at different levels of a functional hierarchy, e.g. insulin signal transduction pathway and regulation of blood glucose.

1.3.1 Signalling pathways

A signalling pathway is a series of PPIs, which transmit signals into a cell. This mechanism is invoked when an extracellular molecule activates a cell surface receptor protein, usually by binding to a receptor’s site. A signalling pathway mainly involves processes of protein binding, phosphorylation and localisation. There are three main challenges for automated extraction of signalling pathways (Fig. 1.2).

The first major issue is that only a subset of all interacting entities is directly reported in the scientific literature and in particular as a relation between entities within the same sentence [34]. Some of the entities and events are explained in detail in consecutive sentences, where references to previously mentioned entities are made through coreference mentions (Point 1 in Fig. 1.2). Coreference resolution in the scientific literature is still a complex problem and will be discussed in Section 3.1.3. There are also cases where the entities that are the products of reactions are not directly mentioned in the text. In Fig. 1.2, “Decorin_EGFR” is a multi-protein complex, which is the product of the event.

3 Part-for-whole metonymy: part of an entity is used to refer to the whole entity.
4 Predicative metonymy: an association is made between a source and target word based on concomitance. It consists in conveniently making-way of a predicate for a non-standard but related argument.
1.3 Different types of biological networks

Fig. 1.2: Three hurdles of extracting signalling pathways by TM. A is text describing signal transduction stimulated by “Decorin” (From PubMed ID:10209155). The first sentence describes an event of “Decorin” binding “EGFR”. The second sentence says that “PLCγ1” binds multi-protein complex “Decorin_EGFR”, which was generated by the binding event of the first sentence. In the third sentence, “SHIP2” binds another new complex, which was generated in the second sentence. The diagram of the pathway snippet is visualised in B. The three challenges are (1) anaphoric coreference: in this example there is a classic case of pronominal anaphora; (2) part-for-whole metonymy (synecdoche) \[32\]: the “EGFR” protein is used as a metonym for the entire protein complex resulting from the binding of “Decorin” and “EGFR”; (3) predicative metonymy \[33\]: in this example “Src homology (SH)3 and SH2 domains” are the binding sites of the protein complex which has resulted from the binding of “Decorin_EGFR” and “PLCγ1”. We assume that binding events take protein or protein complexes as their arguments and have a site as a modifier. Thus, in ‘SHIP2 is capable of binding to “Src homology (SH)3 and SH2 domains”, the binding sites are used in place of the protein complex which is the target of the binding event.

“Decorin...bind to and activate EGFR...”. The product of the event is inferred, but it is referred to later in the text, often using referential metonymy. For example, a protein name may be used to refer to an entire protein complex, which includes the protein, where the complex has been implied as the product of previous reactions. Such is the case in Point 2 in Fig. 1.2, where “EGFR” in the sentence, “it binds activated EGFR via an SH2 domain”, actually represents the multi-protein complex instead of the original receptor. Thirdly, there can be mention of a part of a molecule, e.g. a binding domain or residue, which denotes a particular protein or complex, previously mentioned or inferred (Point 3 in Fig. 1.2). In this case, the entity normalisation requires semantic information from the entity context and from biological reference ontologies. For example, considering the information, e.g. gene locus and attribute, from Gene Ontology can support disambiguation and improve the normalisation performance \[35\]. These challenges often cause topological mistakes in the pathway and reduce the automatic and correct interpretation of the generated network. The generation and use of proper nomenclature for the correct representation of macromolecular complexes would be an important step to solving this problem. For example, the protein complex generated by the binding of EGF to EGFR has been called EGF/EGFR \[36\] or
EGF-EGFR [37], which supports correct extraction results.

1.3.2 Metabolic pathways

Metabolic pathway is a series of enzyme catalysed biochemical reactions, which form or modify many chemicals, as known as metabolites. The reactions may require dietary minerals, vitamins, and other cofactors. Metabolic pathway is important of maintaining the homeostasis within an organism. In contrast to signalling pathways, a metabolic pathway is composed of interactions and reactions among proteins as well as small molecules such as chemicals and enzymes.

Chemical substances are denoted according to the standard nomenclature produced by the International Union of Pure and Applied Chemistry (IUPAC). Organic compounds and inorganic compounds respectively have own nomenclature systems. The Chemical Abstract Service developed a scheme to index chemical substances and assigned each chemical substance an identifier known as CAS registry number. The improved nomenclature eases recognition of reactants and identification of products of a reaction. It is potentially useful for interconnecting extracted events into a network (see Section 4.1.1). Nevertheless, recognition of chemical entities by TM systems is not as advanced as the recognition of protein and gene names, which has been at the heart of challenges and shared tasks in biological TM [15, 24, 38]. This is an additional difficulty to those mentioned above for signalling pathway extraction. Moreover, enzymes in metabolic pathways rarely appear in the same passage, let alone the same sentence [39].

1.4 Outline of the thesis

Identifying entities, including proteins and chemical entities, in text is a fundamental task of the study. In Chapter 2, I look into different biological named entity recognition (NER) solutions, and evaluate them on some community-supported gold standard corpora (GSC). The NER solutions are aligned with terminological resources and the GSCs. The experiment evaluate different NER solutions on several GSC of protein/gene, chemical and oncology. The systematical alignments, between the three resources of NER, i.e. corpora, lexica and taggers, deliver substantial information about how comprehensive each main stream GSCs are, and different approaches’ contribution in different aspects of performances, e.g. false positive, false negative etc. Thus, we can know how the NER solutions’ performances are influenced by different lexical resources when combining them for more sophisticated
network extraction. More importantly, the information overlaps contains knowledge about how the terminological resources, the NER solutions and the GSCs comply with each other.

Chapter 3 focuses on event extraction, which provides another layer of information for biological network evaluation. The chapter specifically analyses the different approaches of event extraction and their limitations for network extraction. Then, it presents two state-of-the-art systems I developed for bio-event extraction, PCorrail [40] and LitWay [41]. PCorrail is a pipeline aggregating methods from high-recall to high-precision. The combination provides interactive mining of PPIs from the scientific literature allowing curators to skim MEDLINE for PPIs at low overheads. It has been integrated as part of the Whatizit infrastructure. LitWay is a more sophisticated event extraction tool based on a flexible infrastructure. It is designed for investigating precise molecular relationships for evidential statement collection and hidden relation discovery. LitWay is a flexible and modularised system built upon Apache UIMA (Unstructured Information Management applications) [42]. It can be facilitated with a set of syntactic rules, or machine learning (ML) algorithms. It can be easily customised for different tasks, and, on that account, is capable of identifying many kinds of complex MIs, including protein-protein interaction (PPI) and chemical-protein interaction (CPI) from free-text. The current setting of the system has a set of collaborative classifiers as the core. The system can identify different parts of biological events, and construct events. An example about LitWay’s configuration file demonstrates the flexibility for other types of event extraction tasks. The evaluation of the pipeline on BioNLP-ST 2013 [28] data shows the system’s performance is state-of-the-art.

In Chapter 4, a series of experiments, including using PCorrail and LitWay, are conducted to evaluate the biological networks in BMDB. The methods use range from high-recall driven (co-occurrence and tri-occurrence) to high-precision driven (syntactic pattern or machine learning). The experiments quantitatively reveal entity compositions of different types of biological networks. It also characterises syntactic morphology and availability of different biological networks in the scientific literature, especially metabolic network and signalling pathway. This work delivers the first quantitative profiles about bio-molecules, their relations and different types of biological pathways in the scientific literature. At last, a comprehensive human metabolic network, RECON2 [43], is investigated for hidden relations by using LitWay combining statistics. The hypothetical relations and the related molecular activities are analysed with the respect to different cellular components and sub-pathways.

In a brief summary, the following list is the main contributions of this work.

- The study systematically aligns three information resources (GSC, terminology and
NER solutions) for identifying entities in unstructured text.

- The alignment delivers an objective comparison between NER solutions. More importantly, it reveals the knowledge overlap between three resources. ML approaches perform the best on the dataset they have been trained on. On new datasets, ML approaches’ performances are even below lexical taggers’. Normalisation relies on lexical approaches.

- The alignment demonstrates that the state-of-the-art performance of the lexical tagger (SwissProt tagger).

- The work presents PCorral, a PPI extraction system. PCorral utilises SwissProt tagger for NER, so its EM component is state-of-the-art. It provides an interactive access for collecting evidential statements of PPI from high-recall to high-precision. The CO2-based component can be used for collecting literature sets. The components based on CO3, even more precise SynP, can be used to determine select explicit statements of PPIs.

- The work presents LitWay, a precise and flexible system for extracting MIs. The evaluation shows that LitWay’s performance is state-of-the-art. The feature and the constraint experiments on LitWay show that different bio-events need solutions to have flexible settings for extraction.

- The study aligns the contents of the biological networks in a structured database, BMDB, against evidential statements collected from unstructured text, the scientific literature. The alignment evaluates the TM solutions, and quantitatively profiles the compositions of proteins, chemical entities in different types of the biological networks.

- The study quantitatively profiles the coverages of different molecular interactions (PPIs, PCIs, chemical reactions) in the scientific literature;

- The study investigates hypothesised molecular relations (HMRs) in RECON2 by aligning them with evidential statements from the scientific literature. The investigation is useful for analysing molecular activities in different cellular components and sub-pathways.
Chapter 2

Entity recognition for biological network extraction

Key points

• Entities are nodes of networks. NER provides the first layer of information about bio-entities’ attributes for network evaluation. Meanwhile, relation/event extraction only can be done upon recognised entities.

• Alignments between three types information resources (NERs, GSCs and lexical resources) reveal knowledge overlap between them.

• For EM, ML approaches perform the best on test data, which is in the same set of training data. However, they do not link mentions with entries in structured databases (EN). On new datasets, ML may perform even worse than lexical taggers.

• EN still relies on dictionaries compiled from lexical resources. When normalisation applied, general performances go lower.

• Whatizit-GP7 and SwissProt significantly differ in sizes of the used terminologies. However, their performances are good and similar. This demonstrates that the scientific literature rather makes used of a conserved set of PGN terms.

• Lexical tagger utilising the terms from SwissProt shows competitive performance.

• The alignment is also informative about GSCs against NERs. The PennBio corpus and the FsuPrge corpus are the two corpora where the taggers tend to deliver their best performance. The tagging solutions perform worse on the BioCreative-II corpus than on the FsuPrge corpus.
• Different NER approaches should be used for evaluating different types of biological networks.

NER is a relatively mature technology in comparison with technologies of the other levels of network extraction. It builds a fundamental layer of information for network evaluation from unstructured text. However, different approaches perform differently on different data. Therefore, they need to be characterised for circumstances of evaluating different biological network.

In this chapter, entities extracted by NERs with different approaches are evaluated across publicly available GSCs and lexical resources. The detail about the work has been published in [44], [45] and [46].

2.1 Background

2.1.1 Entity recognition approaches

As entities are nodes of network, results of entity recognition (NER) topologically defines skeletons of extracted networks. There have been dictionary-based solutions or ML-based approaches for NER. Dictionary-based approaches collect lexica, i.e. names, synonyms and acronyms, of protein/gene and chemical from semantic or terminological resources, e.g. UniProt, ChEBI. The lexical information is compiled into controlled vocabulary, or called dictionary, and perform various string matching techniques against a text unit, such as a token. Following the progress in standardised semantic resources, the dictionary or lexical approach is becoming increasingly more compatible with biomedical ontologies [47, 48]. The advantage of dictionary-based approaches is that they do not need to be trained and can theoretically be applied to any scientific text for recognising entity mentions.

ML approaches require annotated corpora as gold standards for NER algorithms to collect characteristics of either text tokens or context. Therefore, NER is sometimes regarded as a sequence labelling task, as token order plays a role in identifying NE components. Hidden Markov Models (HMM) as well as Maximum Entropy Markov Models (MEMMs) have been used to address this [49]. Conditional Random Fields (CRF) is a popular ML alternative to the previous for sequence labelling, often used by biomedical NER, as it combines the advantage of MEMMs in exploiting non independent contextual features of the entity without a label bias problem [50–54]. Another popular ML technique used in NER is Support Vector Machines (SVM) [55, 56]. NER by SVM follows a text classification approach, where each token is given the appropriate NE category based on the morphological charac-
teristics of the named entity and a set of contextual features. These approaches are fast and have a high performance.

One can further distinguish NER solutions into entity mention (EM) and entity normalisation (EN). EM solutions detect text components that make reference to a gene or gene product, while the EN solutions link the recognised entities to data entries in bioinformatics databases. The use of database information can contribute to the semantic disambiguation and homologous analysis of an entity. By crawling cross-linked resources, such as Gene Ontology or PSI-MI [57], network extraction systems can retrieve affinitive entities and interaction patterns. The host organism is usually determined by contextual lookup. As a result, ML solutions, such as SVM [58], can supply EN the assembly of a large amount of features from the context of an entity as opposed to rule-based solutions. GeneTUKit [59] uses SVM and was ranked first in the BioCreAtIvE III GN task according to the Threshold Average Precision (TAP-20) measure. G Ner [60] is based on a dictionary compiled from Entrez Gene [61] and BioThesaurus, which it combines with SVMs using a set of extraction rules. GNAT [35] is a hybrid system using a dictionary and CRF for EM of genes and then correlates discovered genes with corresponding species.

Chemical entities play important roles in biological networks. They could be, for example, messengers, in signalling pathway, or diverse metabolites. The identification of chemical entities has not been studied as extensively as the identification of genes and proteins. As a result, fewer resources, i.e. freely available TM systems and corpora, have been made available for the identification of chemical entities and small molecules in comparison to gene and proteins. The Fraunhofer SCAI corpus for chemical compounds comprises 463 MEDLINE abstracts in the training set and 100 abstracts in the test set [62]. Entities in the corpus are IUPAC terms, trivial names, abbreviations, sum formulas, and chemical family names. OSCAR [63, 64] is one of the earliest tools for identifying chemical entities and reaction types in the scientific literature. On the SCAI corpus, ChemSpot [65], combining a dictionary and CRF trained on the IUPAC training corpus, outperformed OSCAR4’s F-score by 10.8%.

2.1.2 Challenges, corpora and resources for NER

Challenges and competitions have been introduced to measure different NER solutions against the same benchmark so as to gain an insight into parameters of success for different solutions. The resources created and used for the competitions, e.g. corpora, tools and performance measures, have provided a long-term benefit to the community and have
helped move the field forward. Since 2004, the BioCreAtIvE initiative [66] has organised three challenges, and covered topics ranging from gene mention [22, 67], gene normalisation [66, 68] and functional annotation (FA) [69] to PPI [15].

Each approach is usually good at a particular task or aspect. By harmonising different systems together it has been shown that a hybrid system can outperform individual systems [67, 68]. This has lead to the notion that training on harmonised annotations can improve system performance. To this effect, the CALBC (Collaborative Annotation of a Large Biomedical Corpus) initiative attempted to harmonise contributions from the community to automatically annotate a very large corpus (1 million abstracts) [45]. It explored different harmonisation methods based on the semantic groups (protein/gene, chemical, disease and species) and each annotation solutions characteristics. This initiative has also introduced the notion of a silver standard corpus, which is created from the harmonised output of different systems.

There are relatively fewer corpora and community challenges for chemical entities, compared to proteins. Except for SCAI, another corpus for chemical compound has been made available through the collaboration of the European Patent Office and the ChEBI team [70, 71]. The Colorado Richly Annotated Full Text Corpus (CRAFT) [23] contains 67 full text articles annotated with seven different biomedical concepts. Apart from ChEBI entities, it also contains annotations from Cell Ontology, Entrez Gene, Gene Ontology, NCBI Taxonomy, Protein Ontology and Sequence Ontology [72].

NER solutions rely on semantic resources, especially for EN. A number of terminological and semantic resources can potentially benefit NER systems. However, the information in the resources and their cross-linked databases have not been fully exploited for either EN or interaction extraction. Swiss-Prot [73] is a peptide sequence database, which has been widely used as a dictionary for entity recognition, but other information it contains such as location, organism, interaction and function has not been considered so far. Similarly, protein structure in Protein Data Bank [74] provides information such as the binding domain, which is useful for part of whole metonymy (Point 3 in Fig. 1.2). Protein family databases, e.g. Pfam [75], are useful to link a generic mention with a specific mention. The entities constituting the essential blocks of metabolism can be linked respectively to entries in databases of chemicals [70, 76–79], enzymes [80], metabolites [81, 82] and drugs [83–85] etc. While TM can benefit from the information in these resources it can also help curate and update them [86]. Research in creating links between entities (e.g. genes, phenotypes, diseases) in different knowledge resources in order to find evidence for disease can also benefit from text mining [72, 87–90].
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The nature of TM tasks is to convert unstructured texts into structured knowledge. Although most scientific literatures, e.g. in MEDLINE, are delivered in XML, the community still do not have a widely supported and standardised format for annotations, which can be easily transferred and understandable by most solutions. The infrastructures like Apache UIMA [42] and GATE [91] encode annotations in memory with offset, however, need extra effort to be converted to formats understandable by other solutions. In BioNLP-ST, several formats of annotations including JavaScript Object Notation (JSON), BioC and self-defined tab-separated format were provided for syntactic parsing result. In this case, large amount of work has to be done to transform annotations in different formats before any further processing. An alignment infrastructure for the systematic assessment of NER solutions should comply with the following requirements:

- A shared annotation format has to be used that fulfils the needs of the alignment task;
- The alignment has to consider the NER boundaries as well as the semantic annotation;
- Any size of annotated corpora has to be processed;
- Meaningful measures have to be implemented into the infrastructure to support the correct interpretation of the results.

The third requirement (any size of annotated corpora) puts constraints on the implementation of the solutions while the other requirements are essential to evaluate annotated corpora against a reference set.

Other annotation formats have been proposed to annotate scientific documents with relevant information, e.g. SciXML, TEI, CES. None of them provides compatible tools, which can be used in the evaluation of annotators. The exchange format for the BioCreative MetaServer (BCMS) [92] is suitable to integrate distributed modules but has not been proposed as a solution for the comparison of large-scale corpora. IeXML is an annotation framework that allows the interoperability of information extraction modules based on the sharing of annotation guidelines for the scientific document.
2.2.1 IeXML and Align-IeXML

Rebholz-Schuhmann D. et al. [93] proposed an in-line XML-tagging annotation format. Accompanying the format, an automatic evaluation of annotators against reference corpora through a Web based infrastructure (called Align-IeXML) was developed. If annotations comply with the IeXML annotation framework, they can be evaluated and receive the result from a web application utilising the compute cluster infrastructure at the EBI. The proposed solution has been used to systematically compare different annotators for genes and proteins against different reference corpora. We can demonstrate the performance differences depending on the reference corpus used. Align-IeXML is being used in the European Support Action CALBC [94] where annotators are systematically evaluated against a large-scale annotated corpus as part of the CALBC challenge.

Fig. 2.1: IeXML sample annotation (semantic type)

Align-IeXML makes use of the IeXML annotation schema (Fig. 2.1). Currently, it only uses the markup for sentences and entities and uses special annotation guidelines for the representation of nested and overlapping annotation of entities in the text, i.e. in a segment of text, the annotation guidelines propose to tag individual tokens with unique ids and references stretch of an entity as part of the XML tag (see example in annotation guidelines of the CALBC challenge [95]). A standoff annotation format is provided in addition.

IeXML uses a tag `e` to denote an entity in text, and an `id` attribute to link the entity with the identifier in the existing resource and the semantic category. Fig. 2.1 is an example where an entity *whooping cough* is given an identifier and semantic type from the UMLS, these fields are separated by semicolon. IeXML standoff annotations are supported and facilities exist to turn them into IeXML inline annotation and vice-versa. An entity may be annotated with entries from different resources. In Fig. 2.2, *INS gene* is annotated with a UniProt entry and a UMLS entry. Two entries are separated by a pipe, ‘|’.

The entities are identified within the knowledge source identified using the `id` attribute in the `e` element. The identifier of a given entity in a given data source is composed of the
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namespace of the knowledge source (e.g. UMLS), the identifier of the entity in this source (e.g. C0001403), the semantic type and the semantic group. If multiple identifiers may be assigned to the same text boundary (e.g. in cases of ambiguity), the pipe symbol is used to separate them.

Following the entity identifier, specified above as (namespace:id:semantic type:semantic group), a colon indicates that there is a comma-separated list of token identifiers. The following example illustrates this point: In this example, left breast, i.e. tokens 1 and 2, is identified by UMLS:C0222601:T023, while breast cancer (tokens 2 and 3) is identified by UMLS:C0006142:T191 (Fig. 2.3).

2.2.2 Evaluation against the reference set using Align-IeXML

Comparisons are performed at two dimensions. The first dimension is at the boundary at which the entities are compared; i.e. either the precise boundaries of the entities or more relaxed one like a sentence or a paragraph. The second dimension is the semantics assigned to the entities; e.g. semantic group, semantic type and identifiers provided by different resources.

The tool presents statistics of the alignment at different dimensions. These statistics include comparative figures like precision and recall but as well a frequency sorted list of agreements and disagreements in a pair-wise way.

Furthermore, it is possible to obtain sentences with examples of annotations from the compared corpora providing either a term being annotated or an identifier that provides further context to perform an analysis of the annotations. In addition, boundary disagreement between two annotated corpora can be produced, as seen in Fig. 2.4.
2.2.2.1 Boundary evaluation

Boundaries are either precise entity boundaries, where the tightest set of tokens defining the entities are used, or broader ones like a sentence or a paragraph, where the comparison is closer to text categorisation.

**Tight boundaries** If we consider tight boundaries, different types of entity matching are available. This includes exact match of the boundaries and relaxation of boundary match [96] that allow us to compare entities under different assumptions, e.g. differences due to function words (cosine) or if the annotations of one system span over a larger piece of text compared to another system (nested) or if there is an overlap between the systems (any).

Examples of agreements and disagreements are available from the tool, as found in Fig. 2.4. In Fig. 2.4 we find entities where the boundaries present: an exact match acid phosphatase, cannot be found in the other annotated set P ovale or agree on one of the boundary sides alpha L fucosidase.

**Broad boundaries** If we consider broad boundaries, entities are collected from a specified window and provide annotations to a larger span of text like a sentence, a paragraph or a document; e.g. BioCreAtIve II. The XML tag defining this window is used. These alignments allow testing several hypotheses of the underlying annotations and different agreement levels. Statistics of the entity boundaries agreements and disagreements are estimated as can be seen in Fig. 2.5.

2.2.2.2 Semantic evaluation

In addition to boundary alignments, the tool provides a comparison at several levels of semantic annotation from more general to more specific; i.e. the semantic group, the semantic type and the identifier of the annotated entities. These semantic categories cover a broad range of named entity tasks going from named entity recognition (e.g. gene mention) where only the semantic category is required to more specific tasks like named entity resolution.
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Agreement
Frequency: 340 Term: protein
Frequency: 268 Term: infection
Frequency: 225 Term: CD 4
Frequency: 184 Term: binding
Frequency: 173 Term: tumor
Frequency: 154 Term: proteins

Disagreement
Frequency: 431 Term: mice
Frequency: 112 Term: beta
Frequency: 99 Term: mouse
Frequency: 83 Term: CTL
Frequency: 83 Term: alpha

Fig. 2.5: Example of boundary statistics outputted by Align-IeXML

where the identifier within an existing resource is provided (e.g. gene normalisation).

The boundary and semantic dimension combined, allows using corpora available to evaluate a large set of named entity annotation tasks.

Our framework analyses agreements/disagreements of annotated entities and estimates statistics concerning each semantic level (see Fig. 2.6).

If we consider named entity resolution, concept identifiers normalise annotations of entities in texts; i.e. different strings are linked to the same identifier. Our framework provides mechanisms to show the strings linked to the identifiers (see Fig. 2.6).

Even though, any semantic resource can be used, the UMLS has been integrated into the comparison tool. Semantic categories provided by [97] are used. This means that annotations at several levels can be converted from more specific to more general. This means that given the annotation of an entity with an UMLS CUI we could derive its semantic types and then the semantic groups. If the annotation is done only with the semantic type, the semantic group can be inferred.

2.3 Evaluating GSCs against protein/gene tagging solutions and lexical resources

Proteins are fundamental blocks of living organisms. In the scientific literature, there is no separate nomenclature for protein and gene. In the available solutions, protein/gene names (PGN) are delivered by various lexical resources and terminological resources. GSCs
Fig. 2.6: Example of group/identifier statistics outputted by Align-IeXML

provide features of contexts. Different solutions exploit the three kinds of resources at different levels. It is known that ML approaches usually perform better on corpora they were trained on. However, studies and comparisons between solutions were usually done against the same corpus. There is no comparison across the three types of resources, and no work has been done to look into the discrepancies by aligning them.

We conduct the experiments to test the mainstream dictionary-based solutions using various terminological resources, and ML-based solutions, on several community-supported GSCs. The investigation delivers valuable information about the characteristics of the differences from, at least, two dimensions: contribution of different types of resources to PGN tagging solutions, and exploitation level of different types of resources by solutions. This gives a further broader view about respective roles of terminology, semantics and NER in biological network extraction. It can also practically guide biologists in choosing suitable TM tools for particular tasks, because, when extracting interesting interaction network, the solution regarded the best do not necessarily perform the same under different task requirements. For example, PGN tagging solutions may perform differently when processing a set of selected articles or an entire literature database, e.g. MEDLINE.

2.3.1 Materials and methods

Gold standard corpora

Gold standard corpora have different characteristics in, for example, size, topic, release date, and annotation guidelines that will impact the performance of the tagging solutions. Table 2.1 contains statistics of the different selected corpora.

The Jnlpba corpus is based on the GENIA corpus [98], which contains annotation for
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different entity types linked to molecular biology such as PGN, cell type, and cell line, all being compliant with the GENIA ontology.

The BioCreative-II corpus covers human genes and proteins and contains sentences instead of complete MEDLINE abstracts [99]. It makes use of an alternative gene-list in addition to the regular list of genes for example, the GL (= GeneList) contains

(1) P00027967A0207 | 11 31 | secretory HI antibodies,
while the AGL (= Alt Gene List) also includes:

(2) P00027967A0207 | 11 21 | secretory HI,
(3) P00027967A0207 | 20 21 | HI, and
(4) P00027967A0207 | 20 31 | HI antibodies for the same annotation example.

The MEDLINE abstracts in PennBio have been developed with a focus on oncology [100]. The FsuPrge corpus is the largest of all and has a focus on molecular mechanisms such as gene regulation.

Table 2.1: A number of gold standard corpora have been delivered to the public for the evaluation of PGN tagging solutions

<table>
<thead>
<tr>
<th>Name</th>
<th>Release</th>
<th># Annot.</th>
<th># Units</th>
<th>Topic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jnlpba</td>
<td>2004</td>
<td>6,142</td>
<td>401 abs.</td>
<td>Subset of GENIA</td>
</tr>
<tr>
<td>BioCreative-II</td>
<td>2005</td>
<td>5,144</td>
<td>4,171 sent.</td>
<td>Human proteins</td>
</tr>
<tr>
<td>PennBio</td>
<td>2006-07</td>
<td>18,148</td>
<td>1,414 abs.</td>
<td>Oncology</td>
</tr>
<tr>
<td>FsuPrge</td>
<td>2009</td>
<td>59,483</td>
<td>3,236 abs.</td>
<td>Gene regulatory processes</td>
</tr>
</tbody>
</table>

Tagging solutions

We have tested several tagging solutions, with different underlying approaches. First, we have used state of the art ML-Tag approaches for gene mention identification. Second, we have used standard LexTag solutions where different terminological resources for PGNs have been integrated with and without disambiguation techniques. Last, we have combined the first and the second type to filter out false positives after dictionary lookup.

The ML-Tag approaches comprised Abner (BC1) trained on BioCreative-I, Abner (Jnlpba) trained on Jnlpba, and two taggers trained on BioCreative-II (Banner, “Chang2”) based on Conditional Random Fields (CRF) [52, 101]. The Banner tagger has been downloaded from the distribution site [102]. The Chang2 tagger is a CRF model trained on BioCreative-II data with a set of features as given in [101]: (1) all character n-grams of length 2 to 4, (2) inclusion of capitalisation (token starts or ends with a Capital letter, or Capital letters only etc.), (3) length of the tokens (one character, two characters, between three and five), (4) inclusion of digits (1 digit, 2 digits, only digits), and (5) contained punctuation symbol or
a Greek character. In addition a contextual window of plus or minus 2 tokens is employed (called “offset conjunction”). The model is implemented as CRF (using mallet).

For the LexTag solutions, we tested publicly available Whatizit modules from UKPMC and other research (cf. Table 2.2) [103, 104]. In addition, we have compared the two latest versions of the Biothesaurus (version 6.0 and 7.0, GP6 and GP7, respectively) as part of the existing solutions to identify the importance of the lexical resource.

SwissProt (SP) is the Whatizit-SwissProt module integrated into different text mining solutions such as EBIMed [105] and PCorral [40]. It uses terms retrieved from the SwissProt subset of UniProtKb obtained in 2007. SP(GP7) is the updated version, which comprises the full selection of SwissProt PGNs from Biothesaurus 7.0. The tagging of genes applies morphological variability to terms, i.e. accepting separators ([- /]), initial capitalisation, and singular-plural variability (“alias matching”), since this morphological variability is very common in the use of gene names [106]. This approach is similar to approximate string matching, e.g. Levenstein distance, but is more specific and thus better suitable for the comparison of PGN terms. Alternative methods include the automatic generation of a large dictionary resource containing all terms exposing the same term variability and then apply exact matching [107].

Finally, all tagged PGNs will be removed that are too unspecific, i.e. those terms that are part of the general English language and would be difficult to attribute to a specific gene or protein. This approach applies to all PGNs that appear in the British National Corpus (BNC) with a frequency rate that is higher than the one of “insulin” (“basic disambiguation” or “BNC disambiguation”). It has been used in all LexTag solutions.

The GP7 solution makes use of the full content from Biothesaurus 7.0, applies morphological variability and basic BNC disambiguation only. BioLexicon integrates the full BioLexicon content into the same approach. The two solutions Wh-Ukpmc and Wh-Ukpmc (GP7) implement the same solution as before with Biothesaurus 6.0 and 7.0, respectively, and in addition we apply FP filtering with the Chang2 tagger after the basic BNC disambiguation to increase precision (“false positive filtering”).

Table 2.3 gives an overview on the content used for building the dictionary-based solutions and demonstrates how the lexical resources differ in their size and content. The comparison makes use of exact and alias matching (see above) where a dictionary is incorporated into a lexical tagger (see above) for the matching of terms in the other lexical resource. According to our manual evaluation, GP7 in contrast to GP6 exposes reduced term variability across the resource to be more compliant with the naming standards in the biomedical research community.
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The GNAT gene mention tagger and the gene normalisation solution have been tested against the corpora [107]. The GNAT gene normalisation mode has been used, since the gene mention mode of GNAT is based on Banner. The tagger has been applied in different modes using only the dictionary for human genes (GNAT/hum.) or for all species (GNAT/all).

Four GSCs were chosen for the study. JNLPBA [108] is a subset of GENIA corpus released in 2004 with 401 abstracts and 6,142 annotations. BioCreative-II [67] was released as a human PGN recognition challenge in 2005. It has 4,171 sentences and 5,144 annotations. PennBio [100] is an oncological corpus released in 2006 and has 18,148 annotations in 1,414 abstracts. FsuPrge [109] is a gene regulatory processes corpus released in 2009 and has 59,483 annotations in 3,236 abstracts.

2.3.2 Result

Eight tagging systems with different approaches are tested (Table 2.2). Four of them were either trained on several different corpora or integrated with different lexical or terminological resources, so totally thirteen solutions were evaluated on all the GSCs. Firstly, the state of the art ML-Tag approaches for gene mention identification have been used. Then, the standard LexTag, or dictionary-based, solutions with different terminological resources for PGNs have been integrated with and without disambiguation techniques. Finally, the first and the second type are combined to filter out false positives (FP) after dictionary lookup.

The ML approaches include ABNER (BC1) trained on BioCreative-I, ABNER (JNLPBA) trained on JNLPBA, and another two taggers, Banner [102] and “Chang2” both trained on BioCreative-II by using Conditional Random Fields (CRF) [52, 101]. The Chang2 tagger is based on a CRF model trained on BioCreative-II data. Its features are described in [101]: (1) n-grams of characters are with length 2 to 4; (2) character cases are considered (token starts or ends with a capital letter, or capital letters only etc.); (3) the tokens’ length is considered (one character, two characters, between three and five); (4) number of digit in token is considered (1 digit, 2 digits, only digits); (5) whether token contains punctuation symbol and Greek character is considered. In addition, a contextual window of plus or minus 2 tokens is employed (called “offset conjunctions”). The CRF model is implemented by using mallet [110].

The LexTag solutions used in the experiment include Whatizit [103] modules from UKPMC [104] and other research (see Table 2.2). The two latest versions of the Biothesaurus (version 6.0 and 7.0, GP6 and GP7, respectively) are also tested as part of the
### Table 2.2: NER taggers comparison

<table>
<thead>
<tr>
<th>Tagger name</th>
<th>Tagger type</th>
<th>Lexical resource</th>
<th># Lexical entries</th>
<th>Id Training data</th>
<th>FP filter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Banner</td>
<td>ML</td>
<td>-</td>
<td>No</td>
<td>BC2</td>
<td></td>
</tr>
<tr>
<td>Chang2</td>
<td>ML</td>
<td>-</td>
<td>No</td>
<td>BC2</td>
<td></td>
</tr>
<tr>
<td>Abner (BC1)</td>
<td>ML</td>
<td>-</td>
<td>No</td>
<td>Jnlpba</td>
<td></td>
</tr>
<tr>
<td>Abner (JNLPBA)</td>
<td>ML</td>
<td>-</td>
<td>No</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>SwissProt</td>
<td>Lex</td>
<td>SwissProt</td>
<td>228,893</td>
<td>Yes</td>
<td>BNC</td>
</tr>
<tr>
<td>SwissProt (GP7)</td>
<td>Lex</td>
<td>GP7</td>
<td>868,050</td>
<td>Yes</td>
<td>SP(GP7)</td>
</tr>
<tr>
<td>BioLexicon</td>
<td>Lex</td>
<td>BioLexicon</td>
<td>653,212</td>
<td>Yes</td>
<td>BNC</td>
</tr>
<tr>
<td>GeneProt 7.0</td>
<td>Lex</td>
<td>BioLexicon</td>
<td>1,725,500</td>
<td>Yes</td>
<td>BNC</td>
</tr>
<tr>
<td>Wh-Ukpmc</td>
<td>Lex+ML</td>
<td>SwissProt</td>
<td>228,893</td>
<td>Yes</td>
<td>SP(GP7)</td>
</tr>
<tr>
<td>Wh-Ukpmc (GP7)</td>
<td>Lex+ML</td>
<td>GP7</td>
<td>868,050</td>
<td>Yes</td>
<td>SP(GP7)</td>
</tr>
<tr>
<td>GNAT (human)</td>
<td>Lex+ML</td>
<td>Human genes</td>
<td>11 species</td>
<td>Yes</td>
<td>BC2</td>
</tr>
<tr>
<td>GNAT (all)</td>
<td>Lex+ML</td>
<td>Human genes</td>
<td>11 species</td>
<td>Yes</td>
<td>BC2</td>
</tr>
</tbody>
</table>

### Table 2.3: Lexical resources comparison

<table>
<thead>
<tr>
<th>Tagger</th>
<th>Match Corpus</th>
<th># Entries</th>
<th>SP [%]</th>
<th>Biolexicon [%]</th>
<th>SP(GP7) [%]</th>
<th>GP7 [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exact</td>
<td>SwissProt</td>
<td>228,893</td>
<td>94.9%</td>
<td>78.4%</td>
<td>39.6%</td>
<td>60.0%</td>
</tr>
<tr>
<td>Exact</td>
<td>BioLexicon</td>
<td>653,212</td>
<td>37.8%</td>
<td>31.8%</td>
<td>53.6%</td>
<td>64.7%</td>
</tr>
<tr>
<td>Exact</td>
<td>SP(GP7)</td>
<td>868,050</td>
<td>13.8%</td>
<td>13.9%</td>
<td>14.0%</td>
<td>99.7%</td>
</tr>
<tr>
<td>Exact</td>
<td>GP7</td>
<td>1,725,500</td>
<td>7.8%</td>
<td>13.9%</td>
<td>24.4%</td>
<td>49.8%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Tagger</th>
<th>Match Corpus</th>
<th># Entries</th>
<th>SP [%]</th>
<th>Biolexicon [%]</th>
<th>SP(GP7) [%]</th>
<th>GP7 [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alias</td>
<td>SwissProt</td>
<td>228,893</td>
<td>94.9%</td>
<td>78.4%</td>
<td>39.6%</td>
<td>60.0%</td>
</tr>
<tr>
<td>Alias</td>
<td>BioLexicon</td>
<td>653,212</td>
<td>37.8%</td>
<td>31.8%</td>
<td>53.6%</td>
<td>64.7%</td>
</tr>
<tr>
<td>Alias</td>
<td>SP(GP7)</td>
<td>868,050</td>
<td>13.8%</td>
<td>13.9%</td>
<td>14.0%</td>
<td>99.7%</td>
</tr>
<tr>
<td>Alias</td>
<td>GP7</td>
<td>1,725,500</td>
<td>7.8%</td>
<td>13.9%</td>
<td>24.4%</td>
<td>49.8%</td>
</tr>
</tbody>
</table>
2.3 Evaluating GSCs against protein/gene tagging solutions and lexical resources

existing solutions, as the cross comparison identifies the importance of the lexical resource. Integrated as a NER module in Whatizit, SwissProt (SP) builds up its vocabulary by retrieving terms from the SwissProt (Table 2.3). SP(GP7) is the updated version, in which the full set of SwissProt PGNs from Biothesaurus 7.0 is enclosed. The tagging of genes considers morphological variability of terms, such as enclosed separators (hyphen etc.), upper/lower case, and plurality, as this morphological variability is common in the appearance of gene names [106]. Other methods include the automatic generation of a large dictionary resource containing all terms exposing the same term variability and then apply exact matching [107].

<table>
<thead>
<tr>
<th></th>
<th>Banner</th>
<th>Chang2</th>
<th>Abner (BC1)</th>
<th>Abner (Jnlpba)</th>
<th>What-izit</th>
<th>What-izit (GP7)</th>
<th>Swiss-Prot</th>
<th>Swiss-Prot (GP7)</th>
<th>Bio-lexicon</th>
<th>GP7</th>
<th>Gnat (hum)</th>
<th>Gnat (all)</th>
<th>Gnat-GN (all)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rec</td>
<td>81.9%</td>
<td>74.6%</td>
<td>72.6%</td>
<td>65.3%</td>
<td>43.1%</td>
<td>49.9%</td>
<td>50.3%</td>
<td>58.1%</td>
<td>68.7%</td>
<td>72.2%</td>
<td>47.3%</td>
<td>28.7%</td>
<td></td>
</tr>
<tr>
<td>F1-M</td>
<td>85.4%</td>
<td>86.3%</td>
<td>80.3%</td>
<td>57.7%</td>
<td>83.6%</td>
<td>77.5%</td>
<td>71.5%</td>
<td>56.2%</td>
<td>52.1%</td>
<td>45.8%</td>
<td>39.2%</td>
<td>57.9%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rec</td>
<td>66.2%</td>
<td>64.4%</td>
<td>61.3%</td>
<td>59.9%</td>
<td>47.2%</td>
<td>55.0%</td>
<td>57.1%</td>
<td>67.0%</td>
<td>77.6%</td>
<td>79.9%</td>
<td>61.7%</td>
<td>70.4%</td>
<td>16.5%</td>
</tr>
<tr>
<td>F1-M</td>
<td>71.1%</td>
<td>69.6%</td>
<td>66.3%</td>
<td>60.5%</td>
<td>60.9%</td>
<td>65.8%</td>
<td>65.6%</td>
<td>66.0%</td>
<td>66.2%</td>
<td>63.0%</td>
<td>56.0%</td>
<td>49.5%</td>
<td>27.9%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rec</td>
<td>61.3%</td>
<td>63.5%</td>
<td>59.0%</td>
<td>53.3%</td>
<td>47.3%</td>
<td>57.9%</td>
<td>55.7%</td>
<td>68.7%</td>
<td>70.6%</td>
<td>83.4%</td>
<td>70.7%</td>
<td>82.7%</td>
<td>27.0%</td>
</tr>
<tr>
<td>F1-M</td>
<td>75.3%</td>
<td>74.4%</td>
<td>70.8%</td>
<td>57.6%</td>
<td>72.9%</td>
<td>79.5%</td>
<td>65.6%</td>
<td>63.7%</td>
<td>50.9%</td>
<td>53.4%</td>
<td>46.9%</td>
<td>38.7%</td>
<td>91.9%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rec</td>
<td>66.9%</td>
<td>67.3%</td>
<td>67.1%</td>
<td>80.1%</td>
<td>42.7%</td>
<td>45.7%</td>
<td>43.1%</td>
<td>52.5%</td>
<td>62.8%</td>
<td>65.7%</td>
<td>54.2%</td>
<td>62.2%</td>
<td>41.7%</td>
</tr>
<tr>
<td>F1-M</td>
<td>63.1%</td>
<td>66.5%</td>
<td>69.2%</td>
<td>71.4%</td>
<td>57.7%</td>
<td>59.1%</td>
<td>56.7%</td>
<td>48.7%</td>
<td>42.5%</td>
<td>38.9%</td>
<td>36.8%</td>
<td>27.7%</td>
<td>54.4%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 2.7: NER solutions evaluated on GSCs with cosine 98% similarity alignment.

Fig. 2.7 and Fig. 2.8 are the evaluation results of the taggers on the GSCs. The difference between two figures is the evaluation methods. Fig. 2.8 uses exact term boundary matching and Fig. 2.7 applies cosine 98% similarity matching. All ML solutions perform the best on those corpora that they have been trained on and have lower performance against the other corpora. Banner shows the best performance in comparison to all the other PGN taggers only on BioCreative-II (exact and cos98 matching evaluation). Chang2 has higher performance on BioCreative II by exact matching and has slightly lower performance by cosine 98%. It is also trained on BioCreative-II, but profits from optimisation to reach the performance of Banner at the expense of lower precision.

On the FsuPrge corpus, Banner only achieved the best performance when using cosine 98% similarity matching. By exact matching, its performance is lower than four of the six LexTag solutions (Fig. 2.8). On PennBio and JNLPBA, Banner is not the best performing solution. Chang2 performs better than Banner although they were trained on the same corpus (only except for PennBio, by exact matching). Abner (BC1), which has been trained on BioCreative-I, shows the best performance against the BioCreative-II test corpus indicating that similar annotation guidelines apply to both corpora.
28

Entity recognition for biological network extraction

2.4 Discussion and conclusion

Identifying entities retrieves the first semantic layer of biological networks from unstructured texts. The alignment between entities and GSC delivers knowledge overlap between the NER solutions and the GSCs. The experiment we conducted compares the NERs with different approaches across publicly available GSCs. The experiment comprehensively aligns three important resources: NER solutions, datasets (GSCs) and lexical resources. This is not merely a comparison between different solutions. More importantly, the alignment shows the knowledge overlap between three types of resources. It also characterises different approaches on different datasets.

For identifying mentions of PG of biological networks (EM) in unstructured text, ML approaches perform the best on the test sets, which are from the same datasets where the training data is from. The ML solutions may perform even worse than lexical tagging solutions on other corpora. The LexTag solutions have different profiles for their precision and recall performances, but the F1-measure remains in a very similar range. Meanwhile, ML approaches only play the part of EM, however, does not link the mentions with entries in structured database, which is EN and still relies on dictionaries compiled from lexical resources. When normalisation is applied, general performances go lower.

According to the experiment results, among the evaluated EM solutions, Whatizit-GP7 and SwissProt show similar and actually good results. Whatizit-GP7 has a large terminological resource (1.7 million terms), and is implemented with the FP filtering with Chang2. On another hand, SwissProt has a small number of terms (about 230,000), but the performance is still competitive. This shows that the scientific literature rather makes use of a conserved set of PGN terms.

PCorral [40] presented in next chapter (Section 3.2) is based on SwissProt. Therefore,
PCorral is a PPI extraction solution, which EM part is state-of-the-art.

Conversely, the alignment also gives information about GSCs against NERs. For GSCs, the PennBio corpus and the FsuPrge corpus are the two corpora where the taggers tend to deliver their best performance. The tagging solutions perform worse on the BioCreative-II corpus than on the FsuPrge corpus.
Chapter 3

Event extraction for biological network extraction

Key points

• Event extraction is the current focus of TM. It elaborates relationships between molecules and provides another information layer for network evaluation.

• PCorral uses SwissProt tagger, whose performance has been shown to be state-of-the-art. Therefore, PCorral’s EM and EN are state-of-the-art.

• PCorral provides an interactive access for collecting evidential statements of PPI from high-recall to high-precision. The CO2-based component can be used to determine the literature set. The components based on CO3, even more precise SynP, can be used to determine the explicit statements of PPIs.

• LitWay is a precise system for event extraction, which gains high precision with a reasonable recall.

• LitWay is implemented with a search-based structured prediction algorithm, SEARN. The evaluation against BioNLP’13 data shows its state-of-the-art performance.

• The feature and the constraint experiments on LitWay show that different bio-events demand solutions to have flexible settings.

• LitWay is a flexible system, which can be configured to extract different types of bio-events.
Event extraction differs from relation extraction, and is the current focus of TM. Besides existence of relation, it also extracts information about directionality and polarity about molecular relations. It provides another information layer for network evaluation.

PCorral [40] and LitWay are two systems of extracting molecular relations with state-of-the-art performances. PCorral’s detail has been published in [40]. LitWay is downloadable [41] under GNU General Public License (GPL).

3.1 Background

Rapid improvement of experimental methods, e.g. two-hybrid screening and mass spectrometry for PPI investigation, generated substantial publications about biochemical reactions. Co-occurrence, pattern-based and machine learning are the three dominant approaches for automated bio-event extraction by TM [111]. In the case of co-occurrence based methods the underlying assumption is that a pair of entities is interacting when they appear in a text unit, such as a sentence, a paragraph or an article. More sophisticated approaches to event extraction rely on syntactic parsing to extract grammatical relations. These grammatical relations are aligned with expert defined information extraction templates, or characterised using machine learning algorithms.

3.1.1 Co-occurrence

A co-occurrence approach to event extraction is less computationally intensive, as it does not involve syntactic parsing. Precisely because of this, there is no way to detect the network directionality or even confirm that the entities are actually interacting. The systems [21, 112–114] built upon it can be ran against very large corpora [115, 116]. Co-occurrence based systems can also be combined with a set of trigger words to detect interaction types [117]. The overall number of connections between specific entities can be quantified to reveal entity clusters to represent sub-networks or detect synonyms etc. to reveal the underlying structure of a network [112, 118, 119]. For example, CoPub [118, 119] uses regular expressions to search for a term or a pair/set of terms to infer relations between co-occurring genes, drugs, pathways and diseases. The discovered relation could be a hidden relation of the first type (see Section 4.1.2), if it is novel for the curated databases. Based on an ABC-principle, Frijters et al. [120] inferred that entity A interacted with C when A interacts with B and B interacts with C. The relations discovered in this way could be the candidates of the second type of hidden relations (see Section 4.1.2).
Although most co-occurring entities in text are not really interacting [34], co-occurrence captures the maximum number of true positives within a given unit of text. Co-occurrence based extraction can be used as a baseline, since it reflects the maximum recall that an extraction system can get within a text unit. Meanwhile, due to the agility, co-occurrence can be adopted for quickly filtering articles related to particular concepts [114]. Subsequent processes, which could be more advanced but computationally intensive, such as syntactic parsing, can be run on the data filtered in this way.

### 3.1.2 Patterns, syntactic parsing and machine learning

Co-occurrence based event extraction suffers from the problems of a bag-of-words approach, which counts the frequency of words encountered in the same context without considering grammatical relations holding between them or even word order. Entities mentioned in the same discourse unit (sentence, paragraph, abstract) are not necessarily interacting.

Furthermore, the presence of a trigger word may not always correspond to an actual interaction between entities and the problem becomes complicated when several potential trigger-words appear in the same text unit. This often results in a large number of false positives (FP), as all the combinations between entities and trigger words are produced. For example, for the sentence, “Phosphorylation of p53 disrupts Mdm2-binding”, a system only identifying entities and trigger words will ignore contextual information and erroneously report that p53 binds Mdm2.

In addition, common syntactic patterns such as coordination increase the number of FP results. For example, in the sentence, “Binding of hnRNP H and U2AF65 to respective G-codes and a poly-uridine tract”, the two splicing factors and the two binding targets are forming alternatives, respectively, that would lead to four different pairs (hnRNP H → G-codes, hnRNP H → poly-uridine tract, U2AF65 → G-codes and U2AF65 → poly-uridine tract) when using co-occurrence analysis. To accurately acquire the relations, it is necessary to syntactically parse and analyse the sentential structure.

Syntactic parsing is the process of analysing text. It assigns parts of speech to sequential tokens and builds grammatical structure upon tokens. Thus, event extraction systems can determine the existence and attributes of an interaction based on the syntactic characteristics.

Shallow parsing, sometimes called chunking, only identifies the sentence constituents, e.g. noun phrase, verb etc. It does not aim to analyse the grammatical relations between the constituents. By contrast, deep parsing is able to tackle grammatical relations and allow the
consideration of semantic relations between constituents [121, 122] as it constructs a more
detailed structure based on syntactic grammars.

There are many parsers, which correspond to different grammars and schools of thought. Among them, dependency parsing and head-driven phrase structure parsing are two popular approaches. Dependency parsers generate links between words, where one is the head and the other the dependent, whereas phrase structure parsing organises syntax into nested structures, usually syntactic trees. It is possible to generate dependencies from both types of parsers [123–128] while the former have a clear appeal for applications which require grammatical relations, such as event extraction.

Pattern-based systems traverse the extracted syntactic structures and align them with a set of patterns to spot syntactic characteristics of interactions. These patterns are either produced by domain experts or can be obtained automatically from the text. They are usually implemented as regular expressions or as templates, which include part-of-speech (POS) information [129]. Patterns also can be derived automatically from a corpus, using machine-learning, based on a small set of patterns, being collected from sentences with similar characters of POS and/or grammatical relations [130–132]. In either case, the patterns model the characteristic language structure used in the domain and the corpus in question [40], therefore, the approach can achieve high precision [133–136]. Temkin et al. [137] created a set of patterns to extract CPIs by interpreting the output from a context free grammar (CFG) parser.

The interpretation of the type of interaction can vary significantly depending on the context. Thus, contextual information, such as entity types, should be taken into account for determining event types. For example, “a phosphate group attaches on a protein” is an event of type phosphorylation if the argument “phosphate group” is considered, rather than an event of Binding, which could be triggered by the verb ‘attach’. For this reason, machine learning approaches have become popular as they statistically capture the characteristics of context and arguments relating to syntactic structures.

Machine learning approaches, when analysing grammatical relations obtained from parsing, can adopt different strategies as they focus on different aspects of the syntactic structure. There is a trend in combining different parsers so as to make the most of the syntactic structure [138, 139]. The challenges [15, 24, 38] which have taken place in the last few years have produced valuable resources and analyses for the bio-TM community, and at the same time have provided standards for event extraction. In BioNLP’11 [24], the extraction of an event can be achieved by checking three aspects: event triggers, argument linking and argument grouping. Some approaches extract triggers, arguments of simple events and argu-
ments of complex events in three separate stages [140, 141]. More recently, models for joint extraction of event triggers and arguments have been proposed [142–145]. McClosky et al. [145] transforms candidate events, which consist of preliminarily recognised triggers and arguments, and their arguments into dependency trees. Subsequently, it uses a re-ranking dependency parser, which was modified from the MSTParser [146, 147], to parse the event tree.

Variants of event expression in human language always exceeds what a single training annotated source can cover, regardless of its size. To intelligently adapt themselves to arbitrary resources, event extraction systems [144, 148, 149] have used domain adaptation strategies to get supplementary information from unannotated data when training their models.

**Fig. 3.1**: Examples of anaphoric coreference. The arch in A links the pronoun, “it”, with the noun phrase, “The epidermal growth factor receptor”, in the preceding sentence. The example in B cannot be resolved by syntactic approaches to anaphora resolution. “The complex” is a metonymic reference to the multi-protein complex created during the binding event of the previous sentence. Semantic interpretation is required to infer the existence of this multi-protein entity, so that it can be linked to “the complex” (see also the examples in Fig. 1.2). In C, “The association” does not refer to a previous mention of an entity or a product of an event. It refers to the previous event in its entirety, namely, “EGF binds EGFR”. In D, the second event, “combines with”, refers to the previous event, signalled by the trigger “bind”.

### 3.1.3 The role of coreference resolution and discourse

Interactions and events may be expressed or denoted in several mostly consecutive sentences. Limiting the unit of event extraction to the sentence level reduces system recall, and this is an issue that current systems for event-extraction are beginning to address. Entity coreference resolution aims to link together mentions of the same entity across different discourse units (usually sentences) [150]. Event coreference is also beginning to receive attention as it caters for the relation between verbs pointing to the same event or entities
referring to events. It is expected that entity coreference and event coreference can assist each other [151].

The use of coreference resolution is vital in improving coverage in network extraction as it can allow interlinking events in the network (section 4.1). Fig. 3.1 shows four typical cases of coreference in the biomedical literature. The pronoun “It” in sentence A makes reference to “epidermal growth factor receptor” from the previous sentence. This is a classic case of anaphoric coreference. In sentence B, “The complex” is a metonymic reference to the multi-protein complex created during the binding event of the previous sentence. Semantic interpretation is required to infer the existence of this multi-protein entity, so that it can be linked to “The complex” (see also the examples in Fig. 1.2). Sentence C has an instance of coreference between an entity and an entire event; i.e. “The association” refers to the binding event of the preceding sentence. Finally, in the example sentence D, the two event triggers “combine” and “bind” represent synonyms and constitute an example of event coreference.

The BioNLP Shared Task series focus on bio-molecular events in scientific literature. They consist of event extraction tasks along with other tasks, which bear the imprint of the trend from core event extraction [38] to coreference [134] and pathway curation [152] (see BioNLP detail in Section 3.1.4). As it was shown that lack of coreference resolution significantly hindered the event extraction performance [38], BioNLP’11 [24] organised a supporting task of identifying coreferential relations between proteins/genes. With all the participating systems favouring precision [134], the best performing solution [153], a modified system from Reconcile [154] based on supervised machine learning, obtained 73.7% precision with 22.2% recall (F-score 34.1%).

Available systems for biomedical coreference resolution focus on the correspondence between entities and their various expressions in text (A and B in Fig. 3.1), but little attention has been placed on coreference that involves mentions of events (C and D in Fig. 3.1).

There have been both rule-based [148, 155, 156], machine learning [157, 158] and hybrid approaches [151] to coreference. Miwa et al. [148] analysed anaphoric coreferences with the help of a set of manually created rules that have been determined through parsing the COREF task training data from BioNLP’11. This solution achieved slightly lower precision (69.8%) than the best system when being evaluated against the BioNLP’11 corpus. Its improved recall (53.5%) led to a high F-score performance (60.5%). Yoshikawa et al. [157] extracted events between frequently mentioned entities, then inferred the coreferential relations based on transitivity. It tested two coreference-based models: a pipeline based on SVM classifiers, and a joint Markov Logic Network (MLN). In the evaluation against the
3.1 Background

BioNLP’09 event extraction corpus, both models achieved better performance when applying coreference resolution in comparison to other systems.

While many systems classify pairwise coreference independently from entity mention detection, Song et al. [158] proposes a joint learning model with Markov logic, which combined both processes and outperformed other machine learning systems in the CoNLL-2011 shared task [159]. The best overall performance at the CoNLL-2011 shared task was by a rule based system, the Stanford multi-pass sieve [156], which is a collection of deterministic rules incorporating lexical, syntactic, semantic and discourse information. Lee et al. [151] takes this work further by addressing coreferential relations between both entities and events (see an example of the latter in Sentence D in Fig. 3.1) simultaneously. They first cluster documents, then extract mentions of both noun and verb phrases within the same document cluster and treat each mention as a singleton cluster. After the application of rule based filters for entity resolution from [156], they iteratively merge singleton clusters and a linear regressor, trained on gold coreference labels, indicates the best merge at each stage. Finally, another component from [156] is used to resolve pronominal coreference.

3.1.4 Challenges and corpora for event extraction

BioCreAtIvE is one of the challenges that have been well recognised and supported by the TM community. Besides the gene mention and gene normalisation tasks, BioCreAtIvE has also benchmarked the functional annotation of gene products (BioCreAtIvE I, task 2) including the identification of the biological role of molecules. The subsequent BioCreAtIvE II protein-protein interaction task [15] organised by IntAct [160], a molecular interaction database, and MINT [161], an experimentally verified protein-protein interaction database, contained four sub-tasks. These include: Protein Interaction Article Sub-task 1 (IAS), Protein Interaction Pairs Sub-task 2 (IPS), Protein Interaction Sentences Sub-task 3 (ISS) and Protein Interaction Method Sub-task 4 (IMS). IAS tests a system’s accuracy to spot articles containing PPI descriptions, while IPS assesses the system’s ability to extract mentioned PPI in an article. ISS further evaluates whether the system is able to pull all the related sentences for a specified PPI pair. To complement the output pairs from systems in ISS with interaction type, IMS was designed to test whether a system can extract description from text for a given interaction type. In 2009, BioCreAtIvE III’s PPI task mainly focused on the detection of relevant articles and linking articles to experimental methods.

BioNLP’09 [38] consisted of three challenges: Core event extraction (GE), Event enrichment and Negation and speculation recognition. BioNLP’11 [24] retained GE as the
main task, which covered interactions of gene and gene products including:

- **Gene expression**
- **Transcription**
- **Protein catabolism**
- **Phosphorylation**
- **Localization**
- **Binding**
- **Regulation**
- **Positive regulation**
- **Negative regulation**.

BioNLP’11 added another three main tasks: *Epigenetics and Post-translational Modifications (EPI)*, *Infectious Diseases (ID)*, and *Bacteria Track (BB and BI)*. Except for the main tasks, BioNLP’11 offered three supporting tasks, which are *coreference (CO)*, *entity relations (REL)* and *gene renaming (REN)*. REL was for the detection of relations between an entity and its related entity, e.g. a protein and the produced multi-protein complex. The related entities could be metonyms of a protein domain or multi-protein complex. Associating them with entities is helpful for identifying reacting entities and product entities, so as to extract the correct topology and reaction order of a network (see Section 4.1.1). REN concerned the detection of bacteria gene homonymies and synonymies. BioNLP’11 corpus included additional five full-text articles to the BioNLP’09 data set.

BioNLP’13 [28] consists of six tasks. The GE (Genia event extraction) task aims to construct a knowledge base by combining TM and semantic web technologies, which also demands systems to be able to tackle coreference. CG (Cancer Genetics) concerns the oncological events in biomedical literature. PC (Pathway Curation) tries to investigate the current TM capability for achieving “automatic pathway extraction”, and the potential to apply current event extraction solutions for pathway curation. GRO (Corpus Annotation with Gene Regulation Ontology) provides a corpus to be annotated with the Gene Regulation Ontology to tackle the problems existing in semantic search. GRN (Gene Regulation Network in Bacteria) attempts to evaluate the applicability of TM in bacterial gene regulation network extraction. BB (Bacteria Biotopes) identifies the natural location of bacteria. In summary,
BioNLP tasks are moving from fundamental event extraction to providing support for systematic analysis of biological networks.

Another widely used biomedical corpus is the AImed corpus, which consists of 225 abstracts, within which 25 are not directly describing specific interactions. With more and more available corpora, work on comparing them [162] and work on performing cross-corpora evaluation has gained appreciation, as each corpus has its own emphasis and systems trained on one corpus may not necessarily port well to a different one.

The databases of MIs [160, 163, 164] cross-reference database entries with corresponding publications. Corpora for specific topics can be generated based on thematic clusters of publication. The semantic resources or ontologies of MIs [57, 161, 165–170] provide substantial meta-data, in which verbs could potentially populate trigger sets, and interaction types are useful for determining or ranking an extracted relation, for example, insulin can never be involved with an interaction within a cell.

Each corpus, as discussed above, has been designed for a particular task, e.g. PPI. Evaluation against these corpora gives an indication of the capability of a TM system to address the particular task in question. However, good performance on one corpus does not automatically guarantee the same level of performance on other corpora. A system, trained on a specific corpus in the context of a different corpus, needs to consider running a domain adaptation task [171]. Another important consideration is that many systems are designed for or trained on scientific abstracts, which does not guarantee equivalent performance on full papers. Indeed, abstracts contain condensed information but it is the case that most detailed bio-events and information pertaining to networks is found in the body of the articles, which also contains more noise [172]. Several approaches have combined filters to restrict the types of relations and the location of events to consider for extraction [173, 174]. Zoning of scientific articles in the life sciences such as in the case of [31] could also provide a means of filtering and reducing the noise in full papers for the purpose of event extraction.

3.2 PCorral, interactive mining of protein interactions from MEDLINE

Protein-protein interaction (PPI) is almost involved in all the types of biological process including signal transduction, cellular transportation, metabolism etc. Single PPIs can be interconnected to describe protein interaction networks and complex regulatory events forming the core to the genetic regulation.
Currently, a few TM solutions can identify PPIs from the scientific literature on delivery of a specific gene name to initiate the retrieval: two solutions are, for instance, iHOP [175] and PPI finder [176]. This type of solutions allows exploring the identified PPIs, but the user is limited to navigating through many of the already known PPIs that have been identified at a high frequency rate. This is due to the fact that these systems analyse the complete MEDLINE repository; therefore, the selection is not focused on a specific subset of the literature repository for the curation task. Other tools do allow identifying pairs of entities based on a specific MEDLINE query, and thus these tools enable targeting a specific topic, e.g. FACTA [113], but in this case, the relation extraction is not targeting PPIs; therefore, the curator ends up skimming a large number of entity pairs for PPI mentions. Therefore, the available approaches only partially cover the needs that are required for a complete biomedical curation workflow setup, as they either satisfy the needs of the first step only, i.e. collecting related publications, or the third step, i.e. identifying the parts of a specific interaction.

In more detail, collecting evidential statements for PPI in biological network is usually initiated by accumulating information (called “information retrieval” or IR). In this part, no limitation is put on the gathering process to achieve a comprehensive search and to avoid unnecessary biases linked to any restrictions to the size of the data sample. Subsequently, the document collection has to be narrowed down to focus the results to specific information, for example to the identification of relations between entities (called “information extraction” or IE).

We have developed PCorral [40] that combines information retrieval (IR) and information extraction (IE) in a single application. It produces results from different extraction methods in a single approach enabling curators to focus on high recall only, or high precision only in the same processing step. The interactive interface of PCorral supports curation work and interactive exploration of the full set of MEDLINE, and curators may integrate the text processing services from Whatizit into their own curation infrastructure.

3.2.1 Co-occurrence, tri-occurrence and syntactic patterns

Fig. 3.2 gives a schematic overview on the infrastructure and workflow of PCorral, which demonstrates its suitability for the biological curation routine work. The front end of PCorral gathers and organises the results in a tabular view (Fig. 3.5). Using a keyword query interface, the user submits his query and retrieves all the relevant documents from MEDLINE, and then all the documents and statements are processed on-the-fly in a short period,
and the extracted findings are delivered to the user.

The first step in PCorral’s workflow consists of collecting publications specified by the user’s query; e.g. carotenoid pathway or breast cancer. The articles are retrieved through the MEDLINE index; citations are ranked according to their similarity to the query as determined by Lucene’s [177] scoring algorithm. This algorithm identifies which MEDLINE fields, if any, are specified in the query and the syntax of the query, which allows delimiting the terms in the query. Each term is scored according to its relevance to the documents in MEDLINE. The MEDLINE index is the same one used by EBIMed [105] and Whatizit [103], and all the three systems share the same query syntax [178]. The text from the recovered citations is processed to identify sentence boundaries and protein/gene mentions (Whatizit-UniProt), which are then mapped to UniProt identifiers. Basic disambiguation uses the term frequencies from the British National Corpus to distinguish between terms (and entities) that are part of general English in contrast to the specific terminology from UniProtKB [73]. Those terms, which have higher frequency rate than ‘insulin’, are considered as part of the general English language. They would be difficult to attribute to a specific gene or protein, therefore, will be removed.

PPIs are annotated using three related methods: co-occurrence (CO), tri-occurrence (CO3) and language patterns (SynP). All the three methods solve a specific extraction task (see later in the text) and–according to the specification of the tasks–the results from the
three methods form proper subsets of each other: the results from SynP are a subset of the results from CO3, and the same for CO3 in comparison to CO. The first method (CO) is based on co-occurrences and is the same one used in EBIMed. These interactions are based on abstract and sentence level COs. The method delivers the highest recall and is appropriate for exploratory purposes.

The CO3 is more restrictive than the CO method. In addition to two proteins co-occurring in the set, an interaction verb has to be identified from the context of the identified interaction partners. Any triplet of two proteins/genes (PGN) and a verb mention combined in one of the following forms is accepted. In the forms, VP is the verb phrase that represents all the conjugational verb forms and nomVP is the nominalisation of a verb form. Only the pre-selected verbs are considered and, in the case of coordination of two such verbs, both are considered.

- PGN VP PGN
- nomVP PGN PGN
- PGN PGN nomVP

The module that identifies and highlights PPIs searches for phrases that contain a verb or a nominal form describing an interaction like binding or dimerization; the list of verbs is displayed in Table 3.1. The upper set in Table 3.1 comprises all the verbal forms that denote chemical alterations of a protein. The second set of verbs consists of forms that report on interaction and regulation events. “Associate” does not denote any specific binding or transformation event [179].

Table 3.1: List of verbs used in PCorral split into groups defining the interaction type

| Verbs denoting protein chemical modification | acetylate, acylate, amidate, brominate, biotinylate, carboxylate, cysteinylation, farnesylate, formylate, “hydrox[yl]ate”, methylate, demethylate, “myristoylate”, “palmitoylate”, phosphorylate, dephosphorylate, pyruvate, nitrosylate, sumoylate, “ubiquitin(yl)ylate” |
| Verbs denoting interaction and regulation events | associate, dissociate, assemble, attach, bind, complex, contact, couple, “(multi[di])meriz[es]”, link, interact, precipitate, regulate, inhibit, activate, “down[-]regulate”, express, suppress, “up[-]regulate”, block, contain, inactivate, induce, modify, overexpress, promote, stimulate, substitute, catalyze, cleave, conjugate, disassemble, discharge, mediate, modulate, repress, transactivate |
If two different verbs have been identified in the context of a gene pair, then both occurrences have been counted. This is also the case for gene pairs that have been identified with syntactical patterns (see later in the text), but this case only occurs at a low frequency.

The approach using syntactical SynPs is more specific, i.e. adds further restrictions to the relation extraction approach in comparison to the solutions of CO and CO3. It extracts PPIs at the highest precision levels but does miss a number of interactions (lower recall). This approach makes use of the following components:

![Diagram of PCorral syntactic patterns.](image)

**Fig. 3.3:** PCorral syntactic patterns. The diagram explains the composition of the SynPs. The VP is composed of several subcomponents that enable the identification of modal verbs (Vmodal), forms of to be (Vbe) and common forms of hedging (Vshown). NP_P is an NP containing a protein mention.

First, one module identifies single adjectives (“adj”), combinations of adjectives and adverbs and the coordination of adverbs. The second module selects the conjugational forms of “to be”, also in combination with leading, interleaving and trailing adverbs (“beForm”; see Fig. 3.3). The next module, seeks phrases like “were initially observed” to be combined with “to” and the infinitive of an interaction verb (“shownForm”). In the same sense, modal verbs with optional trailing adverbs, where modal verbs are any of the following: can, could, cannot, do, may, might, must, need, ought, shall, should and would.

Then, the identification of verb phrases is composed of five modules:

- **Vsimple** covers the verb itself with only optional leading or trailing adverbs.
- **Vprep** extends Vsimple by a trailing preposition to catch expressions such as “bound to” or “interact with”.
- **Vbe** extends the previous modules by allowing any of the matches produced by the “beForm” stage in front of them and thus targets phrases such as “is regulated” or “are...
positively regulated by”.

- **Vshown** allows a match for SynPs that denote expressions like “has been shown” followed by “to” and a match of beForms in front of Vsimple and Vprep. This will tag phrases like “have been shown to be phosphorylated”.

- **Vmodal** works like Vshown but uses a modal verb from the ‘shownForm’ stage. It will catch phrases like “may be linked to”.

Last, the module for noun phrases (NP) identification selects single and multiple nouns in combination with leading adjective modifiers, including coordination of adjective modifier elements leading the sequence of nouns. PGNs are identified as nouns. NPs do not include determiners (e.g. “novel orphan receptor TAK1”). Finally, the module for the PPI syntactical patterns identifies combinations of the previously identified components, such as NP_P VP det? NP_P and NP_P VP det? NP of NP_P, where NP_P is an NP that contains an identified PGN.

These construction rules for syntactical patterns lead to the selection of structures that are similar to CO3 representations, that form a subset of the CO3 representations and that produce results with highest precision. Similar structures have been proposed by [180]. The syntactical patterns preserve the word order that has been used in the CO3 extraction method, but as additional feature better specifies the verb phrases that are accepted for the extraction of PPIs, and thus generates higher precision results.

Further effort has been spent on the resolution of hedging forms used by authors, i.e. the common use of expressions such as “PGN has been shown to” (‘shownForm’ syntactical phrase patterns), to increase the recall of the extraction method. In the same vein, the use of syntactical patterns denoting nominalisations improved the recall for the identification of PPIs and follows the representation VP_NP “(of | with | between | through | from)” det? NP_P “(and | with | within | via | through | by)” det? NP_P, where VP_NP is the nominalization of the verb form.

The PPI modules have been assessed using publicly available corpora. Comparative results with a focus to the performance of the different verbs used are available from [179]. The IE pipeline can also be applied as a Whatizit [103] Web service (whatizitProteinInteraction, WhatizitProteinInteractionPMID) for the processing of scientific literature for the identification of PPIs from the text. The system delivers the MEDLINE citations with appended information about the method that identified the PPI, a reference to the matched text and the UniProt identifiers of the related proteins.
3.2.2 Evaluation and result

The simple search of PCorral (Fig. 3.4) interprets a user query to retrieve the documents from MEDLINE that have to be processed. By default, PCorral retrieves the top 500 most relevant citations. Advanced search offers more complex queries to limit or increase the coverage of MEDLINE abstracts for the analysis. In addition, the advanced search allows selecting a specific organism from a predefined list, and this choice restricts the annotation of proteins to those UniProtKB identifiers that belong to the selected organism leading to organism-specific results. EBIMed uses the same approach.

![PCorral query interface](image)

Fig. 3.4: PCorral query application.

The query interface complies with the document retrieval features that are standards in publicly available search engines, such as PubMed, and follows the specifications of Apache Lucene: e.g., ?AND? and ?OR? queries, keyword mentions and combinations of text features, query language for term and token variability.

Once the citations have been retrieved and fully processed, which may take from only a few seconds up to several minutes (visualized in a progress bar), the interface provides the content as a table containing the extracted PPIs (Fig. 3.5). The list of identified PPI pairs are ranked according to the frequency of the PGN mentions across the whole selected document set, and the most frequent proteins are listed in the top ranks. The related parts of the table
show the proteins that the primary protein is interacting with considering the different PPIs extraction methods. The display offers further information such as the frequency counts of abstracts and sentences that make reference to the identified PPIs sorted according to the three methods into different columns. Further information is available for each interaction, as the verb has been identified and displayed that is relevant for the interactions. All the results are interlinked with the underlying biomedical reference databases and also with the MEDLINE documents from which the evidence has been extracted (Fig. 3.6).

<table>
<thead>
<tr>
<th>Protein/Gene</th>
<th>Abstract / Sentence count</th>
<th>Verbs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ppi</td>
<td>co3</td>
</tr>
<tr>
<td>Rad51</td>
<td>5.6</td>
<td>8.11</td>
</tr>
<tr>
<td>RAD51*</td>
<td>5.3</td>
<td>12.13</td>
</tr>
<tr>
<td>recombinate or recombines*</td>
<td>0.3</td>
<td>4.6</td>
</tr>
<tr>
<td>DBS1</td>
<td>1.1</td>
<td>2.2</td>
</tr>
<tr>
<td>JNK</td>
<td>1.1</td>
<td>1.3</td>
</tr>
<tr>
<td>EMBL</td>
<td>1.1</td>
<td>1.2</td>
</tr>
<tr>
<td>PALB2</td>
<td>1.1</td>
<td>1.1</td>
</tr>
<tr>
<td>UBE</td>
<td>1.1</td>
<td>1.1</td>
</tr>
<tr>
<td>MEC1</td>
<td>1.1</td>
<td>1.1</td>
</tr>
<tr>
<td>CBF</td>
<td>1.1</td>
<td>1.1</td>
</tr>
</tbody>
</table>

**Fig. 3.5:** PPI summary table. The screenshot displays in the top ranks those proteins that interact frequently with BRCA2 (using the query “Breast cancer”): amongst all the proteins, RAD51 is most frequently linked to BRCA2 across the selection of documents. The frequency of findings per abstract and per sentence listed for each method is present as well [language pattern (ppi), tri-occurrence (co3) and co-occurrence (co)], including the interaction verbs.

**Fig. 3.6:** Example annotation sentences with PPIs. Highlighting of the evidences that allow better identification and curation of the PPIs. Each highlighted protein/gene is linked back to UniProt. Interaction verbs are denoted in square brackets.

In a more comprehensive evaluation, I have analysed which results can be produced from the biomedical literature, namely from MEDLINE abstracts, in comparison with results from full text articles, which are referenced in curated databases. IntAct provides a
collection of text from full text articles and the extracted results [181]. These were made available in BioCreative II and can be used for direct comparisons.

In the second evaluation, I have compared the performance of the SynPs considering the different types of verb forms on full text data in comparison with the BioCreative II PPI data set. This evaluation measures the performance of the openly accessible extraction methods against the publicly available benchmark data set.

Table 3.2: Evaluation of COs, CO3, SynP for PPIs on MEDLINE abstracts

<table>
<thead>
<tr>
<th>Method</th>
<th>Predictions</th>
<th>Correct predictions</th>
<th>Precision (%)</th>
<th>Recall (%)</th>
<th>F-measure (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CO</td>
<td>5934</td>
<td>1705</td>
<td>28.73</td>
<td>17.54</td>
<td>21.78</td>
</tr>
<tr>
<td>CO3</td>
<td>1461</td>
<td>454</td>
<td>31.07</td>
<td>4.67</td>
<td>8.12</td>
</tr>
<tr>
<td>SynP</td>
<td>370</td>
<td>142</td>
<td>38.38</td>
<td>1.46</td>
<td>2.81</td>
</tr>
</tbody>
</table>

Table 3.2 shows the results of running the extraction algorithms on the IntAct text mining corpus [181, 182]. The corpus contains 9,719 manually curated MLIs from 1,551 publications. PCorral’s extractors are run on the abstracts of the same set of the publications and then compared the extractions of each publication with the same publication’s interactions in the corpus. When all the entities of an extracted interaction match those of an interaction from the same document in the corpus, a true positive is counted. With CO method, 17.54% interactions from the corpus are correctly identified, and 28.73% of overall the predictions are correct. The precision increased when the interaction identification was based on CO3, however, with a significant drop on the recall. The extraction based on the SynPs achieved the highest precision, but largely sacrificing the recall.

Table 3.3 shows the results of running the extraction algorithms on the BioCreative II [15] PPI full text sentences. It is found that the recall on full text is higher compared with MEDLINE citations. On the other hand, the precision of MEDLINE information is much higher.

Table 3.3: Evaluation of CO, CO3, SynP for PPIs on the BioCreative II sentences

<table>
<thead>
<tr>
<th>Method</th>
<th>Predictions</th>
<th>Correct predictions</th>
<th>Precision (%)</th>
<th>Recall (%)</th>
<th>F-measure (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CO</td>
<td>52,136</td>
<td>785</td>
<td>1.5</td>
<td>33.2</td>
<td>2.9</td>
</tr>
<tr>
<td>CO3</td>
<td>15,823</td>
<td>609</td>
<td>3.8</td>
<td>28.8</td>
<td>6.8</td>
</tr>
<tr>
<td>SynP</td>
<td>2078</td>
<td>358</td>
<td>17.2</td>
<td>17.0</td>
<td>17.1</td>
</tr>
</tbody>
</table>

The general performances on both 3.2.2 are relatively low. There are several reasons:
- The entities of many reactions are not occurring in the same sentence. For example, the sentence, “Interaction between two-hybrid positives and different isoforms and variants of PP1c” is associated with 115 IntAct entries. However none of the entries’s both participants are occurring in the sentence.

- Entity names are not aligned with ones used in IntAct database. For example, in the “EBI-1265507” associated sentence, “G9a dimethylates H1K26 and that H1b dimethylated at K26 binds to GST-3MBT”, GST-3MBT cannot be aligned with L3MBT in the IntAct entry.

Since the problem is especially prominent in IntAct corpus, the recall is low when using IntAct corpus. BioCreative II is a corpus particularly designed for extracting PPIs. More reactions’ entities could be found on the same sentences. Then the recall is higher. However, a sentence might contain other unrelated entities. So the precision largely dropped. This problem is compensated by using SynP. So the F-measure in BioCreative II by using SynP is higher than using SynP in IntAct.

**Table 3.4:** List of verbs that contributed to a correct prediction of related proteins

<table>
<thead>
<tr>
<th>Verbs</th>
<th>Predictions</th>
<th>Correct predictions</th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regulate</td>
<td>179</td>
<td>12</td>
<td>6.7</td>
<td>0.6</td>
<td>1.0</td>
</tr>
<tr>
<td>Contain</td>
<td>286</td>
<td>12</td>
<td>4.2</td>
<td>0.6</td>
<td>1.0</td>
</tr>
<tr>
<td>Inhibit</td>
<td>130</td>
<td>9</td>
<td>6.9</td>
<td>0.4</td>
<td>0.8</td>
</tr>
<tr>
<td>Mediate</td>
<td>136</td>
<td>7</td>
<td>5.1</td>
<td>0.3</td>
<td>0.6</td>
</tr>
<tr>
<td>Activate</td>
<td>165</td>
<td>7</td>
<td>4.2</td>
<td>0.3</td>
<td>0.6</td>
</tr>
<tr>
<td>Modulate</td>
<td>31</td>
<td>5</td>
<td>16.1</td>
<td>0.2</td>
<td>0.5</td>
</tr>
<tr>
<td>Precipitate</td>
<td>31</td>
<td>4</td>
<td>12.9</td>
<td>0.2</td>
<td>0.4</td>
</tr>
<tr>
<td>Express</td>
<td>218</td>
<td>4</td>
<td>1.8</td>
<td>0.2</td>
<td>0.3</td>
</tr>
<tr>
<td>Promote</td>
<td>42</td>
<td>3</td>
<td>7.1</td>
<td>0.1</td>
<td>0.3</td>
</tr>
<tr>
<td>Induce</td>
<td>110</td>
<td>3</td>
<td>2.7</td>
<td>0.1</td>
<td>0.3</td>
</tr>
<tr>
<td>Modify</td>
<td>6</td>
<td>2</td>
<td>33.3</td>
<td>0.1</td>
<td>0.2</td>
</tr>
<tr>
<td>Dephosphorylate</td>
<td>8</td>
<td>2</td>
<td>25.0</td>
<td>0.1</td>
<td>0.2</td>
</tr>
<tr>
<td>Complex</td>
<td>15</td>
<td>2</td>
<td>13.3</td>
<td>0.1</td>
<td>0.2</td>
</tr>
<tr>
<td>Stimulate</td>
<td>41</td>
<td>2</td>
<td>4.9</td>
<td>0.1</td>
<td>0.2</td>
</tr>
<tr>
<td>Downregulate</td>
<td>6</td>
<td>2</td>
<td>33.3</td>
<td>0.1</td>
<td>0.2</td>
</tr>
<tr>
<td>Methylate</td>
<td>6</td>
<td>1</td>
<td>16.7</td>
<td>0.0</td>
<td>0.1</td>
</tr>
<tr>
<td>Substitute</td>
<td>7</td>
<td>1</td>
<td>14.3</td>
<td>0.0</td>
<td>0.1</td>
</tr>
<tr>
<td>Assemble</td>
<td>11</td>
<td>1</td>
<td>9.1</td>
<td>0.0</td>
<td>0.1</td>
</tr>
<tr>
<td>Block</td>
<td>30</td>
<td>1</td>
<td>3.3</td>
<td>0.0</td>
<td>0.1</td>
</tr>
<tr>
<td>Suppress</td>
<td>40</td>
<td>1</td>
<td>2.5</td>
<td>0.0</td>
<td>0.1</td>
</tr>
</tbody>
</table>

CO3 and SynP rely on verbs that have been collected from the research work using
of the three major approaches of event extraction, co-occurrence approach, as a high-recall approach, catches more FP, however, can deliver quantitative information of maximum knowledge, which can be retrieved from articles. On the opposite, syntactic pattern approach, as a high-precision approach, extracts relation with the sacrifice of large amount of true positives. ML approach considers known knowledge about context, syntax etc. and make decision. More importantly, the decision can be tuned according to requirements under different circumstances to achieve a generally good result, or a either precision favoured or a recall favoured result. Biological network evaluation and relation discovery demand a flexible system, which can be used to extract different types of MI and be extended for network extraction. Hence, I developed the LitWay (the Literature mining system for biological pathWay) is a configurable pipeline for bio-event extraction.

3.3.1 Modelling event extraction

Extracting biological event is a complex task, which has to correctly recognise entities, their relationships and accurately assemble them together. Each part involves several steps of processes and information from various resources. Appropriate modelling of decomposing
the task and defining the workflow mitigates erroneous propagation.

The parts of a biochemical reaction can be defined in several ways. SBML decomposes a reaction to reactants, modifiers and products. However, as discussed in Section 1.2 and Section 1.3.1, it is difficult for TM to get such explicit information of each reaction from text based on current technologies. BioNLP’s decomposition about biological or biomedical event is more practical for NLP-based event extraction. In BioNLP schema, Cause or Theme can be another event, which subsequently constructs a series of consecutive reactions with the previous events. Trigger is key word about reaction in text. Site is reaction location. Based on BioNLP schema, LitWay extracts bio-event based on the model showed in Fig. 3.7.

3.3.1.1 The system infrastructure of LitWay

Fig. 3.7: The infrastructure of LitWay pipeline.

LitWay firstly segments text into smaller text units, i.e. sentences and tokens. Sometimes, tokens need to be split into even smaller units, for example, for a token with a hyphen in the middle. The fundamental TM tasks of LitWay adopt the available components in Whatizit. They can be configured to use other tools (See Section 3.3.4). For the BioNLP GE task, LitWay utilises SwissProt tagger for EM, which is similar to PCorral. The syntactic parsing component of LitWay adopts C&C parser [127]. For the BioNLP-ST task, McClosky-Charniak [171] parser is used as it has been provided by the organiser.
LitWay scans through each token in text to identify key words where reactions anchor on. Key words are called Triggers in BioNLP-ST task. The identification is taken charge by a multi-class classifier. Currently, the system is implemented with the classifier based on a search-based structured prediction algorithm, SEARN [183] (see detail in Section 3.3.2). The classifier decides whether the token is a trigger word, and, if it is, which type of reaction the trigger indicates in one prediction. The features currently used for Trigger detection are:

- **Text.** The original text of the token.
- **Lemmatised word.** BioLemmatizer [184] is used for token lemmatisation.
- **Stemmed word.** Base or root form of token. It is usually a word’s part with inflected or derived parts removed. A number of tools are freely available for the task, for example, the Porter Stemming Algorithm [185].
- **Part-of-speech.** A linguistic category of words.
- **Dependency.** Syntactic dependancies, for example, Stanford dependencies.
- **Bi-gram.** Given token’s continuously adjacent tokens in text.
- **Sub-lemma.** For example, in the sentence “critical for nuclear localization and DNA-binding activity”, “binding” is the sub-lemma of the token “DNA-binding”.
- **Sub-stem.** Similar to sub-lemma, sub-stem is the stemmed, for example, “binding” above.

### 3.3.1.2 Modelling event extraction

After the pre-process of text including sentencisation, tokenisation, POS-tagging, syntactic parsing, NER etc, LitWay starts the process of recognising relationship among entities or even events. Here I use an example of extracting events in BioNLP-ST to explain the model of event extraction in LitWay.

In the sentence “CpG hypermethylation may account for the absence of IRF-4 expression”, two entities are recognised, “CpG” and “IRF-4” (Fig. 3.8). In the experiment, syntactic analysis from the language parser is output in Stanford dependencies [186]. The extracted features deliver the characteristics about the tokens to the classifier, and the classifier tags “hypermethylation” as a trigger of a methylation event, “account” as a trigger of a positive regulation event, “absence” as a trigger of a negative regulation event, and “expression” as a trigger of a gene expression event.
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![Diagram of event extraction](image)

**Fig. 3.8:** Modelling event extraction (trigger recognition)

Each recognised *Trigger* word is considered as an anchor of a potential event. With the recognised entities and these *Trigger* words, the system tests the entities and assign them to the triggers as their arguments, which literally stand for their bio-relationship described in text. Currently, the event types are categorised into four different groups according to the number of arguments and complexity (Table 3.5). The current categorisation is compatible with BioNLP-ST 2013. The system takes a strategy starting from simpler events. Recursive events are dealt later not only because they are more complex, but also because they may use other events as arguments. Therefore, they are processed at the end when all the other simpler events are recognised.

**Table 3.5:** The categories of event types

<table>
<thead>
<tr>
<th>Category</th>
<th>Events</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple event</td>
<td>Gene expression, transcription, methylation, protein catabolism, localization</td>
<td>Each event only has one theme, which has to be an entity.</td>
</tr>
<tr>
<td>Binding</td>
<td>Binding</td>
<td>Each event has multi-theme and each theme has to be an entity.</td>
</tr>
<tr>
<td>Complex event</td>
<td>Protein modification, phosphorylation, ubiquitination, acetylation and deacetylation</td>
<td>Each event has a theme and a cause. The theme only can be an entity, but the cause can be either an entity or another event.</td>
</tr>
<tr>
<td>Recursive event</td>
<td>Regulation, positive regulation, negative regulation</td>
<td>Each event has a theme and a cause. Either of them can be an entity or another event.</td>
</tr>
</tbody>
</table>

*Theme* recognition uses another binary classifier to determine whether an entity or an event is a *Theme*. In Fig. 3.9, “hypermethylation” is recognised as a trigger of a methylation
event, a simple event, in the first step. As simple event can only take entity, e.g. protein, as Theme, the system calculates the shortest syntactic paths to “CpG” and “IRF-4” respectively and gives them to the classifier. Thus, in Fig. 3.9, “CpG” is recognised as Theme of the methylation event. Then, by the same method, the systems identifies “IRF-4” as Theme of the gene expression event. There are two simple events extracted and labelled as E1 and E2.

Fig. 3.9: Modelling event extraction (simple events)

In the example, as there is no trigger of Binding event detected, the system subsequently starts checking complex events (Fig. 3.10). As binding event is a quite special type of event and requires a separate process due to its multi-Theme, the recognition about Binding will be discussed lately in this section. In Fig. 3.10, two triggers of complex event were detected, “account” and “absence”. For each trigger, the system uses the same Theme classifier to analyse the dependency paths to the two entities in the sentence, and judge whether any of the entities could be the Theme of the triggers. In this example, both entities were marked negative as Themes of the potential complex events.

Some complex events could be recursive events, e.g. regulatory events. Recursive events take other events as arguments, either as Theme or as Cause. Besides regulatory events, many events could be recursive, such as phosphorylation, positive regulation, negative regulation or binding. In the example sentence (Fig. 3.11), there are two triggers of recursive events, positive regulation and negative regulation. The system processes them according to the literal positions from left to right. So far, two events are recognised, E1 and E2. The system firstly checks whether the existing two events could be Theme of “account”, and found both negative. Then it checks whether the two events could be Theme of negative regulation event with trigger word “absence”, and found the gene expression event, E2 is the Theme of the event. So a new event is created and labelled as E3. Because a new event
is created, therefore the system has to check all the recursive events again to see whether the newly found event could be Theme of any of them, then found E3 is the Theme of the positive regulation. Thus another positive regulation event is created and labelled as E4. After all the recursive events’ Themes are checked and could not produce any new events. The system starts detecting Cause for complex events. A Cause could be an entity or an event. In the example (Fig. 3.11), the system checks all the complex events and found E1 is the Cause of E4.

Binding event has to be treated specially, because, for example, a sentence enclosing phrase “binding of A, B and C” has seven different forms of possible binding between the
entities, A, B and C (Fig. 3.12). In LitWay, each possible form is created as an independent instance and tested by a binary classifier, which is also based on LIBSVM [187]. Usually, if there is a binding event with wider span, e.g. the 7th case in Fig. 3.12, the system will not consider the binding events with narrower span, e.g. the 1st to the 6th cases. However, the overlap is allowed. For example, the 5th and the 6th can exist at the same time. Thus, the detection creates the permutation of all the possible forms and checks them one by one.

![binding of A, B and C](image)

<table>
<thead>
<tr>
<th>1st case</th>
<th>Binding</th>
<th>A</th>
</tr>
</thead>
<tbody>
<tr>
<td>2nd case</td>
<td>Binding</td>
<td>B</td>
</tr>
<tr>
<td>3rd case</td>
<td>Binding</td>
<td>C</td>
</tr>
<tr>
<td>4th case</td>
<td>Binding</td>
<td>AB</td>
</tr>
<tr>
<td>5th case</td>
<td>Binding</td>
<td>BC</td>
</tr>
<tr>
<td>6th case</td>
<td>Binding</td>
<td>AC</td>
</tr>
<tr>
<td>7th case</td>
<td>Binding</td>
<td>ABC</td>
</tr>
</tbody>
</table>

**Fig. 3.12:** Binding event example. For a sentence containing “binding of A, B and C”, seven variant possible binding forms could exist.

The process illustrated from Fig. 3.8 to Fig. 3.12 is based on a very simple example. Nevertheless, the real biological network described in the scientific literature is far more complicated in morphology, grammar and references. Based on current technologies, it is difficult to have a universe system, which can achieve descent performance of detecting all the types of biological events. On another hand, testing a system on different datasets are the way to know the performance. Datasets may be upgraded as well. For example, in BioNLP-ST 2011, a phosphorylation event only has one theme and it has to be an entity. In BioNLP-ST 2013, it can have a theme and a cause, and the cause can be either a protein or another event. Therefore, a flexible system, which can be easily configured and adapted for different tasks with reasonable effort, is more practical (Section 3.3.4).
3.3.2 Search based structured prediction

A biological pathway is a cascade of consecutive reactions, which order is significant for deciding the function of a molecule or even entire system. Naturally, when extracting a bio-event from text, the prediction also influences the down-stream predictions. LitWay is tested with independent classifiers, voted perceptron and support vector machine (SVM). It later adopts a structured prediction algorithm, SEARN [183]. SEARN was used in BioNLP-ST 2011 and showed good performance for structured bio-event prediction [144]. However, BioNLP-ST 2011 challenge is very simplified in comparison with extracting real biological knowledge in scientific literature. It defined nine event types and only had protein as arguments. BioNLP-ST 2013 has more event types and the types’ structures are more complicated. Therefore, I implement SEARN and develop a new system with flexibility in mind. The system supports many types of interactions including those between protein-protein and protein-chemical. In addition, the entity type and the reaction types not included at the moment can be added by pre-processing configuration.

The algorithm of SEARN is shown in Algorithm 3.1. Each structured instance \( s \in S \) consists of a sequence of \( T \) multi-class predictions. The predictions \( \hat{y}_1...\hat{y}_T \) of the sequence are made according to the current policy \( h \), which is initialised as the optimal policy \( \pi \) at the beginning. For each prediction \( \hat{y}_t \), features are extracted from all the previous predictions \( \hat{y}_1...\hat{y}_{t-1} \) of \( s \) and form a feature set \( \Phi_t \). Then based on each of other possible actions of the current prediction, the predictions for the rest of the sequence will be made. For each action, the cost will be calculated and the cost vectors of all the possible actions will be appended to the example set \( E \). \( E \) will be given to the cost sensitive algorithm (CSCL) to learn a new hypothesis policy \( h_{\text{new}} \), which will be incorporated with \( h \) by the interpolation parameter \( \beta \). \( h \) will gradually moving away from the optimal policy \( \pi \). The algorithm can stop after it reaches a threshold or after a pre-setting number of learning.

<table>
<thead>
<tr>
<th>Algorithm 3.1: SEARN algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Initialise</td>
</tr>
<tr>
<td>2 Structured instances ( S ),</td>
</tr>
<tr>
<td>3 optimal policy ( \pi ),</td>
</tr>
<tr>
<td>4 cost sensitive learning algorithm ( \text{CSCL} )</td>
</tr>
<tr>
<td>5 loss function ( \ell )</td>
</tr>
<tr>
<td>6</td>
</tr>
<tr>
<td>7 Train</td>
</tr>
<tr>
<td>8 current policy ( h = \pi )</td>
</tr>
<tr>
<td>9 while ( h ) depends significantly on ( \pi ) do</td>
</tr>
<tr>
<td>10 Examples ( E = \emptyset )</td>
</tr>
</tbody>
</table>
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for \( s \) in \( S \) do
\[
\text{Predict } h(s) = \hat{y}_1...\hat{y}_T
\]
for \( \hat{y}_t \) in \( h(s) \) do
\[
\text{Extract features } \Phi_t = f(s,\hat{y}_{1:t-1})
\]
for each possible action \( y'_t \) do
\[
\text{Predict } y'_{t+1:T} = h(s|\hat{y}_{1:t-1},y'_t)
\]
\[
\text{Estimate } c'_t = \ell(\hat{y}_{1:t-1},\hat{y}_t, y'_{t+1:T})
\]
Add \( (\Phi_t,c'_t) \) to \( E \)
Learn a classifier \( h_{new} = CSCL(E) \)
\[
h = \beta h_{new} + (1 + \beta)h
\]
Return policy \( h \)

The task actually needs to recognise a series of bio-events appearing in certain order in text. For sequence labelling tasks, two standard loss functions can be used: whole-sequence loss and Hamming loss. Whole-sequence loss counts a true positive prediction only when the entire sequence is correct. Hamming loss calculates the number of wrong labels. The cost for an action is the difference in loss between taking other action and taking optimal action. There are several methods for calculating cost. [183] lists three of them: Monte-Carlo sampling, single Monte-Carlo sampling and optimal approximation. LitWay uses Hamming loss for loss calculation and optimal approximation for cost calculation. For the same sentence in the previous examples, if use trigger prediction as an example (Fig. 3.13). If the word, “hypermethylation”, is not detected as a trigger word, the cost function will count one false negative (FN) in comparison with the gold standard. Besides that, the positive regulation, which trigger word is “account” and has the methylation event as the \( \text{Cause} \), will be wrong and yield one FP and one FN. The cost for predicting “hypermethylation” as \( \text{Non_trigger} \) will be 3. If it is predicted as a positive regulation, then there will be another FP generated. The cost will be 4. On the analogy of this, only when it is correctly predicted as a methylation trigger word, the cost will be 0. The rest predictions will have \( \text{punishing} \) cost.

Principally, rather than considering each instance independently, SEARN uses features of current and previous predictions as a structured instance. It makes prediction with the consideration of the cost of each possible prediction. Therefore, the learning algorithm used in line 19 has to be cost-sensitive. Daumé III et al. [183] showed that it is possible to use any binary classification algorithm for performing a multi-class cost-sensitive classification.
3.3.3 BioNLP shared task

The BioNLP Shared Task (BioNLP-ST) is a community-wide challenge incorporating a series of TM tasks for biomedical information retrieval. In comparison with BioCreative, BioNLP-ST more focuses on extracting molecular relationships, which information is more desired for studying molecular functions. Since its first event in 2009, BioNLP-ST has been held in 2011 and 2013. BioNLP-ST 2013 emphasises expressive structured models of extracted information and “high-level” information extraction, for example directionality and polarity of reaction. BioNLP-ST 2013 defines six tasks. They are Genia Event Extraction for NFkB knowledge base (GE), Cancer Genetics (CG), Pathway Curation (PC), Corpus Annotation with Gene Regulation Ontology (GRO), Gene Regulation Network in Bacteria (GRN) and Bacteria Biotopes (BB).

LitWay is tested on GENIA task. GE task is the only task lasted from 2009. Its definition of event structure is closer to reactions in biological network. Each event is associated with an event type, and is explicitly mentioned in the text. Reactant number may vary in each event (Table 3.5). Each reactant has different role, e.g. Cause, Theme, Site etc. Event can play a role in another event. In 2013, it is defined to be much more complicated with much larger data set than it was before. It has more event types and some event types require accurate identification of directionality, polarity, cause, product and location of reaction. Meanwhile, the data set contains much more full-text articles. GENIA task’s evaluation
is very strict. For example, if the gene expression event, E2, is wrong or contains error. Then, the negative regulation event, E3, which uses E2 as Theme, will be wrong as well. Consequently, the positive regulation event, E4, which uses E3 as Theme is wrong too. Under such domino effect, the system will produce three FP and three FN. In such case, making no prediction is even better than doing a wrong one, i.e. making a wrong prediction has higher cost. The structured prediction is suitable for such problem, since it aims to achieve the generally best performance of prediction on each structured instance rather than on a single node. As a structured prediction problem, extract biological networks is also a good test case for structured prediction.

The evaluation shows that LitWay can achieve relatively good performance without coreference (Table 3.14). With competitive recall, it has the best precision for most event types (Fig. 3.15).

3.3.3.1 Constraints and features

Finding key words and assigning arguments are the major and fundamental part of the task. The accuracy at this stage will directly influence the result. Different event types differ from each in instance quantity and appearance in text (Section 4.2.2.2). To investigate the syntactic characteristics of the event types, the experiments applying various constraints and evaluating features are carried out.
Fig. 3.15: Comparison between LitWay and other systems participating GENIA task of BioNLP-ST 2013.

Constraints
Fig. 3.16 shows the performance with different constraints independently applied in the experiment. Six different constraints are tested.

- Concatenate with lemma: Values of other features are concatenated with lemma.
- Remove dependency path to protein: Dependency paths to involved proteins are not used.
- Use dummy word to substitute real entity name: Replace entity names with the same word, which doesn’t have to have meaning. In the experiment, all proteins are replaced by “PROTEIN”.
- Remove obj, subj in sentence: obj and subj are removed from dependency paths.
- Create equivalent link for “or”: Equivalent dependency paths are added on the tokens of both sides of “or”.
3.3 LitWay, a flexible biological event extraction system

Fig. 3.16: Constraints’ influence to the performance of the task.

- Normalise “prep_of”, “prep_via” to “prep”: The same dependency paths are created for the three with “of” or “via” removed.

The precision has obvious increase when other features are concatenated with lemma. This indicates that lemmas play important role in identifying essential words. In a rule-based event extraction system, lemmas have the similar function as a set of controlled vocabulary. It lowers the weight of contextual information for determining triggers, so the precision slightly falls. Nevertheless, the general F-score gains a little increase.

After removing the feature of connecting biological entity, e.g. protein, the performance gains a clear improvement mainly benefitted from the recall. This lifts the restriction on the prediction. Unsurprisingly, the precision sacrifices. Actually, replacing entity word with the same fake name is even better than simply removing them. Although precision suffers bigger loss, the general performance is well compensated by high recall. If the object and subject labelled by syntactic parsing are removed, the performance increases when recall is released by such restrictions. A general performance increase can be gained if syntactic links are created on the both sides of conjunctions, “or” and “and”. Normalising specific syntactic relation with prepositions can also increase the general performance.
Fig. 3.17: Constraints’ influence to the performance of each event type in the task.

Do the constraints deliver the same benefits or restrictions to all the event types? Fig. 3.17 breaks down the previous analysis for different event types. It can be seen that different event types benefit from different textual characteristics delivered by different features. For example, when features are concatenated with lemma, although the F-score increases as discussed in the previous paragraph, its benefit to different event types largely varies. Protein catabolism gains significant increase when transcription suffering big loss. The impacts to the other event types also vary with some performances increasing and some losing. Another constraint causing dramatic opposite effect is to substitute biological entity with the same fake name. Protein catabolism’s performance drops significantly. This is probably because that, as an essential process in digestion, protein catabolism is frequently described with a set of enzymes or other substances in text. The weaker contextual information brought by substitutions of such enzymes may cause lower recognisability. Information indicating a localisation event less relies on contextual information, so localisation event gains an increase.

Features

Features and properties of machine learning based systems are usually in black box, which hinders the understanding of the prediction behaviour. Frequently, systems are re-
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Fig. 3.18: Value variability and influence of the features. The horizontal axis in the above chart is the numbers of the distinct values of the features. The vertical axis is mean of feature’s F-score. The experimented features are: text (literal word of token), lemma (lemmatised word of token), stem (stemmed word of token), lemma_pos (combination of lemma and part of speech), modifier (modifier in token’s dependency), head (head in token’s dependency), simple_modifier (simplified modifier), simple_head (simplified head), bi-gram_left (left token), bi-gram_right (right token), nsubj_lemma (lemmatised nsubj tokens), iobj_lemma (lemmatised iobj tokens), sublemma (lemmatised part after hyphen in token), substem (stemmed part after hyphen in token) and DUMMY_PROTEIN (a dummy word indicating existence of co-occuring protein).

Repeatedly calibrated towards specific tasks to achieve good performance without the insight of the relevant features for bio-event extraction. In this section, a feature selection experiment is carried out on the features of trigger word recognition by using LIBSVM feature selection tool [188]. Trigger recognition is to locate the key word reporting a reaction’s existence and type. The features used for the experiment are word, lemmatised word, stemmed word, grammatical dependencies, bi-gram etc (Fig. 3.18 and 3.19). LIBSVM feature selection tool is used to test individual features and calculate corresponding F-scores based on training data. By plotting the feature value variety and F-scores each feature type can get on a cartesian coordinate system, we can know each feature’s potential contribution to F-score and how various its value could be.

The horizontal axis in Fig. 3.18 is the number of unique features in each feature type. The vertical axis is the average F-score of all features in each type. The chart again clearly states the importance of lemma in key word identification of event extraction. The feature types in the order of sub-stem, lemma concatenating POS, stem, lemma and original text are...
the top five. The feature types have the least various values are nsubj_lemma, iobj_lemma, dobj_lemma and DUMMY_PROTEIN. Simplifying modifier does not make big difference. Therefore, modifier and simple_modifier are overlapping on the chart. DUMMY_PROTEIN is a word replacing all protein occurrences. So its value variety is very low and close to the origin of the coordinate system.

Fig. 3.19 is similar to Fig. 3.18, however plots all the individual features. This assists building more accurate system by distinguishing the importance of the features. For example, the lemmatised word is usually regarded the most important information for trigger detection. However, bi-gram-left surprisingly has very high F-score. This is because almost all of the protein catabolism occurring as "PROTEIN degradation" in training data have nearly identical forms in the test data. If the features are all listed and tested by using the same method (LIBSVM feature selection tool), it can also be see that “lemma_degradation_lemma_PROTEIN” is the top feature (Table 3.6). Table 3.6 lists all the top 10 features, in which texts, lemmatised words and stemmed words are top feature types. Therefore, for trigger detection, the literal word is the most important than others, such as modifier and n-gram.

Fig. 3.19: Feature value variability and influence to the result. The horizontal axis in the chart is the numbers of the distinct values of the features. The vertical axis is F-score of feature. It differs from Fig. 3.18 that the vertical is actual F-score of each feature instead of the mean of them.
Table 3.6: Top feature

<table>
<thead>
<tr>
<th>Feature</th>
</tr>
</thead>
<tbody>
<tr>
<td>lemma_degradation_lemma_PROTEIN</td>
</tr>
<tr>
<td>text_acetylation</td>
</tr>
<tr>
<td>text_modification</td>
</tr>
<tr>
<td>text_deacetylation</td>
</tr>
<tr>
<td>lemma_modification</td>
</tr>
<tr>
<td>lemma_acetylation</td>
</tr>
<tr>
<td>lemma_deacetylation</td>
</tr>
<tr>
<td>stem_acetyl</td>
</tr>
<tr>
<td>stem_modif</td>
</tr>
<tr>
<td>stem_deacetyl</td>
</tr>
</tbody>
</table>

3.3.4 A flexibility bio-event extraction system

Biological event extraction is usually a complex pipeline converging different information produced by different tool, and assemble generated result and external information to construct bio-event. The development takes substantial effort, and is difficult to maintain. To evaluate a system, datasets from community-supported challenges are used. However, the datasets may be upgraded. For example, BioNLP-STs GE task has been held in three challenges since 2009. The definitions of the events in the task have largely evolved since the first challenge. Many events are defined to be much more complicated. On another hand, various biological networks have different entity composition and the involved reactions differ from each other in quantity and morphology, which demand tailored settings for different circumstances.

LitWay is built with flexibility in mind. To minimise the effort of adaptation and modification for new requirements, the functions are modularised into the components in an infrastructure. Several unstructured data infrastructures are available for the community and provide good modularisation assistance, such as Apache UIMA [42] and General Architecture for Text Engineering (GATE) [91]. The two can be combined by still are different in many ways [189].

In LitWay, Apache UIMA is used as the scaffold of the system. Information, including bio-entity annotation, syntactic parsing etc., is converged and converted to UIMA annotations before further processing. Output is also as UIMA annotation, thus has potential to be encoded into any formats. Generally, the flexibility of LitWay has two aspects.

First, the components can be easily changed. For example, the system currently uses McClosky-Charniak parser [171] for the syntactic analysis. Different parser has different advantages. In case another parser is needed, the syntactic parsing module can easily incor-
porate another parser or a combination of parsers [190] into the system.

Another aspect about the system’s flexibility is the easy adaptation for extracting different types MI. The system works upon a workflow, which guides its workflow of fetching bio-entities, examining entity types, identifying event argument, and assembling event etc. This workflow is encoded in a configurable xml file. The system reads the configuration file and takes corresponding actions.

![Fig. 3.20: The class diagram of BioNLP-ST pathway curation task.](image)

The system was tested on BioNLP-ST GE task. However, if taking BioNLP-ST pathway curation (PC) as an example, the basic components can be abstracted into two classes, entity and argument, which are the same as GE’s (Fig. 3.20). Differing from GE, PC extends the two classes to more types of bio-molecules, which are protein/gene, chemical, complex and cellular component. All the arguments in PC, including Theme, Cause and more, derive from argument class. GE task involves even less types of arguments.

As this can be generalised to many types of biological event extraction tasks, the configuration file is actually created based on this abstract class design. I have defined an XML schema, by following which LitWay is able to read and understand configuration files of tasks as far as the configuration files comply with the schema.

Fig. 3.21 is a snippet of the XML schema defined and used by LitWay. It is correspondent with the abstract classes in the diagram (Fig. 3.20). The top level of the schema is network standing for a biological network. In the first section within the network, entity types are defined. For example, for a PPI network, maybe only one type, protein, needs to be defined. But for other more complicated networks, like the networks in the Pathway Curation task of BioNLP’13, simple chemical, complex and cellular component can be defined in the section. The second section within network is for defining event types. In each event,
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<xs:element name="network">
  <xs:complexType>
    <xs:sequence>
      <xs:element name="entities">
        <xs:complexType>
          <xs:sequence>
            <xs:element name="entity" type="xs:string" minOccurs="1"/>
          </xs:sequence>
        </xs:complexType>
      </xs:element>
      <xs:element name="events">
        <xs:complexType>
          <xs:sequence>
            <xs:element name="event" minOccurs="1" maxOccurs="unbounded">
              <xs:complexType>
                <xs:sequence>
                  <xs:element name="type" type="xs:string"/>
                  <xs:element name="arguments">
                    <xs:complexType>
                      <xs:sequence>
                        <xs:element name="argument" minOccurs="1" maxOccurs="unbounded">
                          <xs:complexType>
                            <xs:attribute name="name" type="xs:string"/>
                            <xs:attribute name="type" type="xs:string"/>
                            <xs:attribute name="multi" type="xs:boolean"/>
                          </xs:complexType>
                        </xs:element>
                      </xs:sequence>
                    </xs:complexType>
                  </xs:element>
                </xs:sequence>
              </xs:complexType>
            </xs:element>
          </xs:sequence>
        </xs:complexType>
      </xs:element>
    </xs:sequence>
  </xs:complexType>
</xs:element>

Fig. 3.21: The snippet of XML Schema of configuration file. The highest level is network. In the first section, entities, within network, entity types could be defined. The second section, events, is for defining event types.

type is the name of the defined event, e.g. phosphorylation etc. arguments may be defined to include Theme, Cause etc. Type of each Theme or Cause may be an entity type defined in entities section or another event type. The complete schema can be downloaded from [191].

Fig. 3.22 is an example of GENIA task’s configuration file. In the part of the configu-
ration shown in the figure, one entity type is defined, which is Protein. Two event types are defined, Gene_expression and Protein_modification. Gene_expression only has one entity type, which is Protein, as the Theme. Protein_modification has both Theme and Cause. Its Cause take other two events, Gene_expression and Transcription, as arguments. This example can be downloaded from [192].

### 3.4 Discussion and conclusion

MI is another layer of information for evaluating biological networks. Event extraction solutions with state-of-the-art performances are needed for retrieving MI information from unstructured text.

PCorral is a system designed for extracting PPI from the scientific literature. The EM and EN components of PCorral are state-of-the-art, since they use SwissProt tagger, whose performance has been demonstrated in the previous chapter (Section 2.3). PCorral provides an interactive access for collecting evidential statements of PPI from IR to IE. The IR part is based on CO2 and is used to determine the literature set. The IE part is based on CO3, even more precise SynP, to determine the explicit statements of PPIs. CO2 approach used by PCorral collects a larger set of evidential statements, which are the true superset to the CO3 results. At the same time, CO3 results are again a larger set and the true superset to the SynP’s. The result shows that PCorral produces high recall results and also more specific
results. It processes request and generates result on the fly, which may not be able to be achieved with LitWay.

Between high-recall and high-precision, LitWay uses ML to extract MI by analysing grammatical characteristics produced by syntactic parsing. The evaluation shows that LitWay is one of the up-to-date systems, which have the best precision among the participating systems of BioNLP’13. Meanwhile, LitWay can be customised for extracting other types of MIs by changing a configuration file.

Different bio-event types need different treatments when their evidential statements are extracted from the scientific literature. One reason is the knowledge discrepancies introduced by different NERs, GSCs and terminologies, which has been proved in Chapter 2. In the next chapter, I will further investigate the problem and explore the answer by evaluating and quantifying the entities and reactions of the biological networks from curated database.
Chapter 4

Biological network evaluation and relation discovery

Key points

• BMDB covers a broad thematic range of biological networks. All networks are curated from the scientific literature and carefully evaluated to be correspondent with the original articles.

• Aligning contents of BMDB quantifies compositions of different entity types and coverages of reactions in biological networks in the scientific literature.

• Differences of quantity and syntactic morphology of proteins and chemical entities in the scientific literature may lead to different strategies of network extraction. The differences have not been investigated by the research community. The experiment shows overlaps between protein and chemical, and between PCI and PPI.

• The entity compositions of the signalling pathways and the metabolic pathways in BMDB are in-line with the empirical knowledge. The signalling pathways involve more proteins, and the metabolic networks involve more chemical entities. However, signalling pathways also have a large portion of chemical entities.

• The entities and the reactions in BMDB are aligned with evidential statements collected from the scientific literature. Generally, PPIs have a better coverage in the scientific literature in comparison with the CPIs. The signalling pathways have more coverage in the literature concerning entities and relations. The metabolic pathways are less covered.
• Network sizes do not have significant correlation with the coverage in the scientific literature.

• Hypothesised molecular relations from RECON2 are evaluated by LitWay. Mention frequencies reflect confidences of hypothesised relations. The result also support analyses of bio-molecular activities in different cellular components and sub-pathways.

Extraction of bio-entities and bio-events provides information for different layer of network. Currently, there is no work linking TM-extracted information with curated biological networks. Aligning curated networks against information retrieved by TM is a way to bridge the gap between structured knowledge and unstructured text. It also delivers the TM community the knowledge about quantity and morphology of the biological networks in the scientific literature.

In this chapter, by exploiting the up-to-date solutions I developed, I evaluate the biological networks from a curated database by knowledge extracted from unstructured text. The detail of a part of the work has been published in [193].

4.1 Biological network extraction and evaluation

An extracted event is a molecule’s relationship with another. However, fully understanding such a relation and analysing molecular functions require putting the relation in a context, e.g. a network. A network needs to be topologically accurate with consecutive interactions. Some systems extract related events based on specific entities and connect the events into a network on the basis of common entities [117, 119]. MIs can be catered for by this kind of system, but the sequence of interactions remains relatively unclear. PathwayFinder [18] extracts pathways with the help of user intervention. During extraction, it provides an interface through which a user can influence the result of NER and modify syntactic patterns. GENIES [17] is the only system which is reported to automatically extract a pathway from a full-text article. It uses a grammar consisting of semantic patterns interleaved with syntactic and semantic constraints to identify relevant relationships and to specify target outputs.

Although the technology for extracting complete networks is limited, evaluating networks with event information extracted from the scientific literature still semantically enrich networks for biological study, meanwhile delivers morphological information about reactions and entities in the scientific literature for TM.
4.1 Biological network extraction and evaluation

4.1.1 Event interconnection

While TM so far has been focusing on event extraction, the potential use of TM in event interconnection is slowly emerging through the notion of event coreference [151, 158]. Slowly but steadily TM is moving from event extraction to network extraction, climbing up the pyramid in Fig. 1.1.

Intuitively, events could be connected together based on common entities. However, solely depending on the common entities would require flawless entity coreference and normalisation. Apart from the diversity of entity names, for example, it is not uncommon that a generic term is used as a metonym of another mentioned term, e.g. glucose versus α-D-glucose. In this case, entities can be heuristically merged according to semantic similarity. This method is also effective for merging similar reactions [151, 158, 159, 194].

In BioNLP [24, 38], an event could appear as a Theme or a Cause of another event. This reflects the succession and recursion of a biological process. Some approaches statistically link co-referring events together. FAUN (Feature Annotation Using Nonnegative matrix factorization) [195] extracts gene term features and constructs them into a matrix. By using different features and weighing each term, the authors treat it as a clustering problem of functionally related genes, addressed by matrix factorization with non-negative normalisation (NNMF) in FAUN. Bio-LDA (Latent Dirichlet allocation) extracted 13,338 terms for compound, gene, drug, disease, pathways and side effects. Relationships between concepts were hypothesised based on a LDA model [196].

An important aspect of bio-events which causes the problem for entity identification and coreference, and subsequently network extraction, is the fact that many entities (products) resulting from a particular biochemical reaction are omitted or implied in the text and only later referred to, usually by referential metonymy. For example, an issue resulting from this is the difficulty in recognising multi-protein complexes (see Section 1.3.1), which are not specifically named or introduced in the text (e.g. during a binding event) and may be referred to using the name of the proteins they contain. These also point to weaknesses in the usage of the nomenclature, especially for multi-protein complexes, as generated complexes are functionally different entities, but are referred to by the name of the receptor protein. By contrast, products of chemical reactions are unambiguously named. Without properly identifying or inferring the products of biochemical reactions, the generated incomplete network cannot faithfully reflect the mechanism of a pathway, and molecular roles in the pathway.
4.1.2 Hidden relation discovery

If a molecular relation found in the scientific literature using TM is not referenced in a bioinformatics database or knowledge base, it is either judged as a FP or as an unknown relation (incomplete DB). However, such cases may point to the existence of relations, which hold the potential of new discoveries using biomedical TM. While TM cannot and could not replace biological experiments for the discovery of biological relations, it can nevertheless provide evidence about possible MIs and help hypothesise relations.

There are two types of such relations. The first type covers relations that are explicitly mentioned in the publications, but are missing from curated databases. Explicit mentions of relations in text extracted using TM can be used to populate or enrich databases, although manual curation of the results may be required to make sure they comply with database standards. This thesis focuses on the first type of hidden relation.

The second type of relation is not represented as a direct interaction in the text, however, it can be inferred from other relations which are mentioned in the text, in combination with knowledge in existing knowledge resources. Another possibility is to infer such relations by means of combining text with experimental evidence or by finding tentative relations in the text, which could provide evidences for yet uninterpreted experimental findings [197]. For example, after optimising a logical model about the responses of human cells to seven cytokines by using gene expression data, a direct link between IGF1 and Akt without PI3K’s activation has been predicted [198]. The prediction questions the current understanding about the necessity of PI3K for activating Akt in the pathway of regulating glucose uptake. In fact, high-throughput data generated a large number of such predictions, and suggested that, in vitro, a protein may play more roles than what has been perceived. While experimental evaluations covering all the predictions are expensive and impractical, evidence automatically collected from the literature can support and prioritise further experiments. In the above example this second type of relation cannot be extracted or predicted explicitly based on NLP and TM methods only. Nonetheless, such relations can be identified through statistical heuristics [196], with the help of unsupervised machine learning methods [195] or with a combination of TM and logical inference [199].

In addition to the above, the MIs or relations currently already in the knowledge bases would strongly benefit from relation discovery for evaluation and annotation purposes. More specifically, biological database curators would like to be able to link curated data with relations in the publications as the latter have more detail and more context illustrated in a more explicit way [86], especially when figures are alongside. The available event extraction solutions can be implemented as software and integrated into routine biological
workflows [12].

4.2 Aligning the TM solutions with the contents of the biological networks in BMDB

In this section, a series of experiments, including using PCorral and LitWay, are conducted to evaluate knowledge extracted from unstructured text against the curated biological networks. The methods used range from high-recall driven (co-occurrence and tri-occurrence) to high-precision driven (syntactic pattern or machine learning). The experiments quantitatively reveal entity compositions of different types of biological networks. It also characterises morphology and availability of different types of reactions in the scientific literature, especially those of metabolic networks and signalling pathways.

4.2.1 Method

4.2.1.1 Unstructured text

The abstracts from MEDLINE are extracted, in which protein and chemical entities are tagged by utilising two Whatizit components, SwissProt tagger and ChEBI tagger [103]. The corpus contains 19,961,467 abstracts. The ChEBI tagger utilises Whatizit infrastructure, and searches for chemical entities in text based on terminology from ChEBI database [70].

4.2.1.2 Structured databases of curated biological networks

Choice of curated reaction networks for the experiment is made in terms of network diversity and data accessibility. To easily access and process data, networks have to be encoded in a standard descriptive format. There are several community-supported formats, including SBML, CellML and BioPAX etc. They have similar functions, however differ from each other. SBML describes many different biological networks and is the de facto standard for representing computational models in systems biology today [5].

Meanwhile, the chosen database should cover a wide range of biological network types. Furthermore, the networks of the chosen database should be annotated with related semantic and supplementary information to disambiguate involved biological concepts including molecules and reactions during evaluation.
Several public databases are available for the experiment. They are BioModels Database (BMDB) [8, 11], CellML [6], Reactome [2] and KEGG Pathway etc. The experiment use the biological networks from the curated branch of BMDB, because

- All the data is freely available;
- All the networks in BMDB are encoded in a standardised and machine readable format;
- Each network has been manually curated according to the same guidelines [8], on the basis of each individual corresponding publication, to assure the network fully and faithfully represents the reactions described in the publication.
- The database possesses a large amount of manually added annotations which disambiguate involved biological molecules and semantically enrich the reactions and the models. These annotations are linked with the model elements with a set of qualifiers, such as isPartOf, to denote the relationships between the annotated elements and the resources used to annotate them.
- It is a standard resource for networks ranging extensively from signal transduction to metabolic pathways and other types of biological reaction networks, like circadian rhythm;
- The database’s content is comprehensive and does not emphasise on any particular organisms or species. The biochemical reaction networks in the database include signalling pathway, metabolic pathway, circadian rhythm, cell cycle, response to stimulus, channel activity, and homeostasis etc. The network types in BMDB will be further discussed in Section 4.2.2 with the illustration in Fig. 4.3.

In BMDB, the networks are encoded in SBML along with quantitative information of the reactions, such as concentration, volume, area or mass etc. In scientific publications, quantitative information is frequently presented in figures, which requires figure mining techniques. As this study focuses on quantity and morphology of entities and reactions in the scientific literature rather than simulating them with kinetic information, the quantitative information in BMDB has not been considered.
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4.2.1.3 Metadata and annotations in the curated networks

In the curated biological networks, there are two forms of information, metadata and annotation. They are encoded along with the corresponding SBML elements in a scheme relying on the use of RDF, Dublin Core, vCard and the BioModels.net qualifiers (see Fig. 4.1).

**Fig. 4.1:** An SBML snippet containing metadata and annotation. The entity in an SBML file represents Epidermal Growth Factor Receptor. In the upper red box, the entity is unambiguously named as EGFR, which is the metadata. In the lower red box, the entity is annotated with UniProt:Q9QX70, which is the annotation. More information about an entity, such as synonyms etc., can be exploited by NER solutions by tracking its annotation in external references.

- **Metadata**
  Nearly every entity comprising an SBML model has an id and a name (see the example in upper red box in Fig. 4.1). They are often named with a protein or a chemical entity’s scientific name. In the experiment, id and name of an entity are used as its metadata. According to the SBML specification, neither id nor name is obligated to literally contain a biological term or acronym. Sometimes, they could appear as identifiers for computing purposes, such as entity1...n.

- **Annotation**
  Annotations are manually added in the need to disambiguate an entity and enhance its semantic information (see the example in the lower red box in Fig. 4.1). In BMDB, annotations are compliant with an annotation guideline, MIRIAM (Minimum Information Required In The Annotation of Models) [200, 201]. When an annotation is
used in the experiment, besides its entry identifier, the names and synonyms of the entry are also retrieved from external resources.

All biological networks in BMDB are available in SBML. In SBML, a metadata set of an element includes the name of a biological entity the element represents. At the same time the metadata may contain other information, such as authorship and modification date etc. Entity names in metadata can be used to directly align with mentions of PGN or chemical names in text. Each element in SBML is also associated with a set of annotations, which link the network element with an accession in external references. By following the references, the element’s scientific name, synonyms can also be extracted and used to align with entities in text. The alignments are bidirectional. When aligning an entity name from SBML metadata with a text unit (e.g. a token or a phrase), the text unit will be tagged as the entity’s occurrence if the entity name exactly matches the text or matches it with certain similarity, e.g. cosine similarity. On another hand, if an entity in the text is recognised and normalised by a NER solution, and the identifier given by normalisation equals an entry in a database or has certain semantic similarity with the entry, the recognised entity in text and the entry in the database are also a match.

4.2.1.4 Annotation qualifier, entity type and network type

In BMDB, each annotation is linked with a network element by a BioModels.net qualifier (see detail about BioModels.net qualifiers in [202]), which is discriminated in the experiment, because different qualifiers differentiate an element’s nature even if it is associated with the same reference in the annotation. For example, in an annotation, “is CHEBI:29108” means that the referred element in the network is Calcium, which accession number in ChEBI is 29108. “hasPart CHEBI:29108” means only a part of the referred element is Calcium. The detail about BioModels.net qualifiers can be found on its webpage [202], and will not be described in the thesis. It is important for the experiment to treat the annotations differently according to their qualifiers.

Thus, in this experiment, the elements are only considered as possessing the equivalent attributes as the referred annotations, when the qualifiers is one of bqbiol:is, bqbiol:isVersionOf, hasVersionOf, isHomologTo, isEncodedBy and bqbiol:hasPart. The order of the qualifiers is significant during the process. bqbiol:is is with the highest priority, as it explicitly denotes the equivalence between the model element and the biological concept represented by the annotation. bqbiol:hasPart is also considered conditionally according to the annotation. For example, if the annotation denotes that the model element “hasPart UniProt:P62158”, which
means that the represented model element contains human calmodulin protein molecule as part of its macromolecule, then the represented element is considered as a compound protein.

Two types of entities are considered in the experiment. An entity will be considered representing a protein when it is annotated with entries from UniProt, InterPro, Protein Data Bank, Pfam, PROSITE, Microbial Protein Interaction Database or PhosphoSite Residue. An annotation is considered representing a chemical entity when it is from ChEBI, PubChem-substance, PubChem-compound, ChEMBL compound, ChEMBL target, CTD Chemical, or Chemical Component Dictionary.

Based on entity composition, the networks in BMDB are categorised into five groups listed below. PPI networks, chemical reaction networks and CPI networks are grouped based on the networks’ involved entity types. Signalling pathways and metabolic pathways are picked out by the annotations and studied as two groups because they are the majority of all the networks in BMDB (Fig. 4.3).

- PPI network. The networks’ entities are only PGNs.
- Chemical reaction network. The networks only involve chemical entities.
- CPI network. The networks’ entities are a mixture of PGNs and chemical entities.
- Signalling pathway. See definition in Section 1.3.1.
- Metabolic pathway. See definition in Section 1.3.2.

As BMDB is an open source project, which source code and database are available from SourceForge [203]. I create a local MySQL instance replicating the BMDB’s metadata and annotations for the experiment.

4.2.1.5 Network size categories

Network size may influence the statistical result and result in biased conclusion. For example, it is not fair to say a 100% recovered network with three entities is better recovered than a 60% recovered network with twenty entities. In the experiment, the networks are analysed upon three respective categories based on the number of involved entities.

Small network has five or less entities involved. Medium network’s entity number is between five and twenty. When involving more than twenty entities, network is considered as large network. 5% networks do not have any entities involved (Fig. 4.2), which may be the
models representing a biological status, e.g. membrane current (BIOMD0000000020). 25% networks have less than five entities, when 27% networks involve more than twenty entities. The majority entity number of the networks is between five and twenty. The following analysis is also classified based on the same network size category.

**Network size category**

![Network size analysis chart](image)

**Fig. 4.2:** BMDB’s network size analysis. The blue sector is the number of the networks not involving entities. The red sector is the number of the networks having 5 or less entities. The green sector is the number of the networks having less than 21 and greater than 5 entities. The purple sector is the number of the networks having more than 20 entities.

### 4.2.2 Result

Signalling pathways, metabolic pathways and other types of networks, such as regulatory network, are highly integrated in cellular activities. However, analyses usually only focused on independent processes. In this study, each type of reaction networks is characterised for their entity compositions, reaction coverages etc. Then the networks are compared across different types. The characterisation delivers distinct features of each type of the networks.

Protein and chemical entities are major molecules involves in biological networks. Their
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NER technologies are relatively mature. In the experiment, the networks from BMDB are categorised into PPI network, CPI network and chemical reaction network. Meanwhile, the signalling pathways and the metabolic pathways are also studied separately because they are the focus of many biological researches. According to its 26th release, half of the biological networks in BMDB are signalling pathways and metabolic pathways (Fig. 4.3). Other networks including cell cycle, circadian rhythm etc. This is calculated by using the manually added GO annotations in the networks. A network is determined as a signalling pathway if its annotation refers to signal transduction (GO:0007165) or any descendant processes of signal transduction, like apoptotic signalling pathway (GO:0097190).

4.2.2.1 Entity composition in BMDB

Different networks involve different types of entities. It has been long presumed that signalling pathways mainly involve proteins and metabolic pathways mainly involve chemical
entities. The presumption is mostly based on experience, however, is not supported by any direct evidences. Especially for such networks extracted from the scientific literature, the entity composition directly influences the decision of choosing right NER and event extraction for different biological networks. The networks in BMDB are all extracted from the scientific literature and well checked to be correspondent with the published knowledge. In certain extent, the statistic upon the networks can reflect the entity compositions of different types of networks in the text.

The entities types and the network types can be determined by using the annotations (see the method in Section 4.2.1.3). Then, all the proteins and the chemical entities involved in the networks are distinguished and counted (see how the entity types are determined in Section 4.2.1.4).

In the four charts in Fig. 4.4, each dot represents a reaction network in BMDB. The top left chart illustrates the respective numbers of the proteins and chemical entities occurring in each network. The horizontal axis is the number of the proteins in each network, and the vertical axis is the number of the chemical entities in each network. The top right chart represents the proportions of the proteins and the chemical entities in each network. Its horizontal axis is the percentage of the proteins in a network, and the vertical axis is the percentage of the chemical entities in a network. In both charts, a red dot represents a signalling pathway determined based on its manually added annotation. A green dot represents a metabolic pathway. A blue dot represents a network, which involves biological processes of both signal transduction and metabolic pathway. If a network involves neither a signalling pathway, nor a metabolic pathway, it is represented by a black dot in chart.

The bottom left chart presents the percentage of proteins and chemical entities in each signalling pathway. The bottom right chart shows the percentage of proteins and chemical entities in each metabolic pathway. In the both bottom charts, the horizontal axes are the total number of entities involved in the pathways. The vertical axes are the percentage of the proteins or chemical entities involved in the pathways, which are respectively represented by different colours of dots. An orange dot represents a network, which protein percentage is plotted against the vertical axis. A purple dot represents a network, which chemical percentage is plotted against the vertical axis.

The top left chart in Fig. 4.4 illustrates the respective numbers of proteins and chemical entities in each network. It can be seen that many metabolic pathways do not involve any proteins in the reactions, and many signalling pathways involve relatively less chemical entities in comparison with their proteins. Although signalling pathways and metabolic pathways are integrated and influential to each other in biological processes, however, the
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Fig. 4.4: Entity type composition of biological networks in BMDB by entity types. In the four charts, each dot represents a reaction network in BMDB. In the top left chart, the horizontal axis is numbers of proteins in each network, and the vertical axis is the number of the chemical entities in each network. In the top right chart, the horizontal axis is percentage of proteins in a network, and the vertical axis is percentage of chemical entities in a network. In the both top charts, a red dot represents a signalling pathway. A green dot represents a metabolic pathway. A blue dot represents a network involving both signal transduction and metabolic pathway. If a network involves neither signalling transduction, nor metabolic processes, it is represented by a black dot in the charts. In the both bottom charts, the horizontal axes are total numbers of entities involved in each pathway. The vertical axes are percentage of proteins or chemical entities involved each pathway. An orange dot represents a network, which protein percentage is plotted against the vertical axis. A purple dot represents a network, which chemical percentage is plotted against the vertical axis.
number of the networks involving both systems is limited, and the network sizes are relatively small. By plotting linear regression of all the signalling pathways (the red line) and of all the metabolic pathways (the green line) in BMDB. The trends based on linear regression show that, with network size increasing, signalling pathways involve more proteins. Chemical entity numbers do not have significant increase. The metabolic pathways involve more chemical entities than proteins. When protein numbers in the metabolic pathways increases, chemical entity numbers decline.

Generally speaking, the signalling pathways contain more proteins and the metabolic pathways contain more chemical entities. This is better observed from the top right chart in Fig. 4.4, which presents proportions of proteins and chemical entities in each network. The signalling pathways are gathered close to the bottom right area of the chart, and the metabolic pathways are gathered near the top left area of the chart. The two charts in the bottom are the percentages of the proteins and the chemical entities respectively in comparison to the total number of entities in the pathways. The bottom left chart in Fig. 4.4 presents percentage of proteins and chemical entities in each signalling pathway. From the chart, it can be seen that, for the signalling pathways, the protein numbers are increasing when the network sizes increase. On the opposite, the chemical entity numbers decrease. This means, even smaller signalling pathway, which might describe a part of a big system, still involves chemical entities. Therefore, to extract a biologically meaningful signalling pathway by TM, chemical entities still deserve a certain level of consideration.

The bottom right chart in Fig. 4.4 shows percentage of proteins and chemical entities in each metabolic pathway. From the chart, it is observed that the metabolic pathways contain mostly chemical entities. However, with the network sizes increasing, the percentage of protein in the networks increases. This is natural because bigger metabolic pathways tend to involve related regulatory mechanisms.

The analysis shows that different types of networks demand different treatments during extraction. Based on compositions of participating molecules’ types, different types of biological network need discriminative solutions from NER phase. For signalling pathways, PGNs play an important role due to the large involvement of different proteins. In metabolic pathways, more chemical entities are involved. However, the distinction of proteins and chemical entities is not as prominent as it is in signalling pathways.

In a biological reaction network, a reaction participant could be a protein, a chemical entity, or compound of both. Sometimes, it could be a molecule with more complex structure, e.g. a protein complex. Nomenclature for proteins, chemical entities, even compounds are getting better and better established. The examples are the ones mentioned before, UniProt,
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ChEBI and KEGG etc. Thereafter, NER based on the related terminological and lexical resources is relatively more advanced. However, as being discussed in Section 1.3.1, due to the lack of nomenclature of multi-protein complex, the macromolecules are frequently referred by the name of a part of the entire molecule, for example, EGFR for EGF-EGFR. Without correctly identifying this type of entities, network reaction sequence cannot be faithfully revealed in terms of real reaction in vivo, therefore, cannot truly support large-scale automatic data screening.

To investigate the problem, I analyse the reaction participants, which involve multi-type molecules. Again, all the biological networks are extracted from BMDB, and classified as signalling pathways, metabolic pathways and others in terms of their annotations. A few networks involving both processes are also considered. All the network entities are extracted and analysed based on the qualifiers, which are parts of manually added annotations. As all the annotated entities have been carefully checked by the curators, and associated with the external references considered the most relevant. It is a reasonable assumption that, when an entity is annotated with at least one of the explicit qualifiers (bqbiol:is, bqbiol:isVersionOf or bqbiol:hasVersionOf), the entity has a standard name, which can be used in publication; when an entity is annotated without any explicit qualifiers, but with implicit qualifiers (bqbiol:hasPart or bqbiol:isPartOf), it is likely to be a macromolecular complex or even a mixture.

Fig. 4.5 differs from Fig. 4.4 as it represents the analysis of entity types based on the qualifiers. In all the charts in Fig. 4.5, a dot represents a reaction network represented by a model. The top left chart illustrates the respective numbers of pure substance and mixture occurred in each network. The horizontal axis is the number of the pure substances in each network, and the vertical axis is the number of the mixtures in each network. The top right chart represents the proportions of the pure substances and mixtures in each network. Its horizontal axis is the percentage of the pure substances in a network, and the vertical axis is the percentage of the mixtures in a network.

In both top charts in Fig. 4.5, a red dot represents a signalling pathway determined based on its manually added annotation. A green dot represents a metabolic pathway. A blue dot represents a network, which involves biological processes of both signal transduction and metabolic pathway. If a network involves neither a signalling pathway, nor a metabolic pathway, it is represented by a black dot in chart.

The bottom left chart presents the percentage of pure substances and mixtures in each signalling pathway. The bottom right chart shows the percentage of pure substance and mixtures in each metabolic pathway. In both bottom charts, the horizontal axes are the total
Fig. 4.5: Entity composition of the biological networks in BMDB by qualifiers. In the four charts, each dot represents a reaction network in BMDB. In the top left chart, the horizontal axis is numbers of entities with explicit qualifiers in each network, and the vertical axis is number of entities with implicit qualifiers in each network. In the top right chart, the horizontal axis is percentage of entities with explicit qualifiers in a network, and the vertical axis is percentage of entities with implicit qualifiers in a network. In the both top charts, a red dot represents a signalling pathway. A green dot represents a metabolic pathway. A blue dot represents a network involving both signal transduction and metabolic processes. If a network involves neither signalling transduction, nor metabolic processes, it is represented by a black dot. In the both bottom charts, the horizontal axes are total numbers of entities involved in each pathway. The vertical axes are percentage of entities with explicit or implicit qualifiers of each pathway. An orange dot represents a network, which percentage of entities with explicit qualifiers shows on the vertical axis. A purple dot represents a network, which percentage of entities with implicit qualifiers shows the vertical axis.
number of entities involved in the pathways. The vertical axes are the percentage of the pure substances or mixtures involved in the pathways. An orange dot represents a network, which pure substance percentage is plotted against the vertical axis. A purple dot represents a network, which mixture percentage is plotted against the vertical axis.

From the top left chart in Fig. 4.5, we can see that the signalling pathways involve more macromolecules or mixtures in comparison with metabolic pathways. This trend is not significant according to the analysis of their percentage in the top right chart, but clearly showed in the bottom left chart. From the bottom left chart, it is observed that the entities with the explicit qualifiers are more than those with the implicit qualifiers in the signalling pathways. With the network size increasing, the percentage of the implicit qualifiers slightly increases. It is similar in the metabolic pathways that the explicit qualifiers are more than implicit qualifiers. However, differing from the signalling pathways, with the metabolic pathways’ size getting bigger, the percentage of the implicit qualifiers decreases, which means, in the larger metabolic networks, more macromolecules and mixtures are getting involved into the reactions.

4.2.2.2 Reaction type composition in different networks

The previous section (Section 4.2.2.1) quantitatively analyses the composition of entity types in different biological networks. By using the up-to-date TM technologies, this section evaluates the biological networks from BMDB and quantifies the knowledge about the reactions, and the biological networks in the scientific literature. The analysis focuses on the quantity and the morphology of the reactions and the networks. Firstly, a high-recall approach (CO2) is used to evaluate the curated networks in BMDB and gives statistic about the information coverage of the metabolic pathways and the signalling pathways in scientific literature. Then, by using a more precise method, LitWay (Section 3.3), I evaluate the same set of the biological networks.

The networks in BMDB are grouped into five types according to the entity compositions and the biological functions: PPI networks, chemical reaction networks, CPI networks, signal transduction pathways and metabolic process pathways. The first three categories of the networks are classified based on the involved entity types. When a network only involves proteins, it is considered as a PPI network. If it only contains chemical entities, then it is considered as a chemical reaction network. If it has both types of entities, then it is considered as a CPI network. On another hand, if a network is annotated with signal transduction pathways (GO:0007165) or the annotation’s descendants, it is considered as a signalling pathway network. If it is annotated with metabolic process pathways (GO:0008152) or its
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Fig. 4.6: Reaction type distribution of the signalling pathways and the metabolic pathways in BMDB. The left pie chart is the distribution of different reaction types in the signalling pathways. The right chart is the distribution of different reaction types in the metabolic pathways.

descendants, it is considered as a metabolic network. There could be overlap between the first three categories and the last two categories. The analysis about the overlap of the entities can be found in Section 4.2.2.1. The analysis in this section will characterise each type of networks and compare them by trying to recover their entities and reactions from the scientific literature.

Signalling pathways are mainly constructed by PPI. The statistic on the signalling pathways from BMDB shows 5% signalling pathways are purely PPI networks (the left pie chart in Fig. 4.6). The majority of signalling pathways in BMDB are CPI networks, which is 46%. Meanwhile, there is 5% networks are chemical reaction networks. Although the percentage may be altered as 44% networks’ type is unknown due to limited annotations, signalling pathways still should not only be focusing on PPI extraction. An assumption about the reason why current text mining is focusing on PPI may be that protein/gene mentions have been long studied and has relatively mature terminological resource, from which lexical tagging may benefit. However, to pace forward to network extraction, CPI involving small molecules as, e.g. messengers, definitely should not be overlooked.

In the right pie chart in Fig. 4.6, CPI networks are 33% of all the metabolic networks in BMDB. More than half of the metabolic networks in BMDB is chemical reaction networks, which has 51%. 9% metabolic networks are PPI-only networks, which may be the networks describing regulatory signals in metabolic processes, for example, the regulation of tyrosine phosphorylation of STAT protein describe in BIOMD0000000167. Thus, statistic on both entity type composition and reaction type composition tells that CPI is much more happening in either signalling pathway or metabolic pathway.
4.2.2.3 Evaluation of different types of networks in BMDB

Two methods (CO2 and LitWay) are used to extract the reactions from the MEDLINE corpus (see detail about the corpus in Section 4.2.1.1) for evaluation the reactions in the networks. During the evaluation, both methods align two different information sources (metadata and annotations, see detail in Section 4.2.1.3) from BMDB with the information extracted from the corpus. When exploiting metadata, id and name are aligned with extracted information. When using an annotation, the accession id, name and synonyms extracted from external references are aligned with extracted information in the given order. If all the participants of a reaction in BMDB can be aligned with all the participants of a reaction found in the corpus, then the former reaction is considered being recovered by the method. When there are $x$ entities are recovered in a network with $y$ entities, the network’s recovery rate $P$ is

$$P = \frac{x}{y}$$ (4.1)

The networks are also categorised by the sizes (see detail about categorisation in Section 4.2.1.5). Thus, the experiment calculates percentage of recovered reactions of each network in BMDB across three dimensions: the information sources, the sizes and the methods.

The five figures from Fig. 4.7 to Fig. 4.11 correspond to five types of networks (see detail about the network types in Section 4.2.1.4), which are PPI networks, chemical reaction networks, CPI networks, signalling pathways and metabolic pathways. Each figure shows the recovery rate of the entities and the reactions in the networks of the corresponding type. In each figure, the first row is the recovery rates of the entities. The second row is the recovery rates of the networks by CO2. The third row is recovery rates of network reactions by LitWay. Within each row, the left chart is recovery rates of network elements (entity or reaction) recovered from corpus by using metadata from BMDB. The second chart is recovery rates of network elements recovered by using annotation. The third chart is recovery rates of network elements recovered by using both metadata and annotation. Red box is recovery rates of small networks (five or less entities); green box is recovery rates of medium networks (entity number ranges from five to twenty); blue box is recovery rates of large networks (more than twenty entities).

The coverage of the entities and the reactions in BMDB is also chronologically analysed in the last part of this section.

PPI network
The PPI networks, in which the reactants only consist of proteins, are picked out from BMDB and evaluated in several dimensions: network element (entity and reaction), network size, recovery method and information sources.

When using metadata, the recovery rates of the entities in the small networks range from 0% to 100% (Fig. 4.7) with the mean at around 30%. As introduced in Section 4.2.1.3, when metadata in metadata literally does not have to contain a biological term or acronym, it may be hard to be detected in text. Thus, by using metadata only, the recovery rates decline when network size increases. The trend generally maintains the same in the medium networks and the large networks. However, the recovery rate of the entities increases dramatically when using annotations. The mean of the recovery rates of three sizes of networks are all above 60%, in which medium networks even achieved better rates. When annotations and metadata are combined for the entity recovery, the rates go slightly higher than merely using either of them alone. It proves that semantic resources used in BMDB has a large alignment with terminological resources used by NER solutions. Meanwhile, information from two sources, metadata and annotation, are compensating each other. In all the cases, smaller networks have better recovery rates than bigger ones.

Recovery rates of entities reflect recall of recognised entities from the corpus against the entities in BMDB. Reactions are based on the recovered entities. However, it is common that many reactions take place on a limited number of entities.

The PPI networks are then evaluated by using co-occurrences (CO2) and the more sophisticated method, LitWay (see detail about the system in Section 3.3). Without implementing coreference strategy, a system can only extract relation from the same text unit, which is a sentence in this evaluation. CO2-based recovery senses the maximum amount of relations on sentential level. The three charts in the middle of Fig. 4.7 show that the reaction recovery has the similar trend of the entity recovery. Annotations help improve the recovery rate, and combination of both information resources is better than using either alone. Nonetheless, the difference is not as much as it in entity recovery. Around half of the reactions in the networks can be recovered by using the CO2 approach, and the rates do not have significant difference among different size of networks.

In comparison to the CO2 approach, LitWay recovers fewer reactions in the networks. When using metadata alone, very few relations were recovered. Similarly, annotations helped the recovery. But a number of medium size networks completely cannot by recovered, which is not surprising as LitWay is implemented with stricter linguistic analytic methods.

Chemical reaction network
4.2 Aligning the TM solutions with the contents of the biological networks in BMDB

Fig. 4.7: Recovery of the PPI networks in BMDB by different methods. The top chart is percentage of recovered entities in the PPI networks. The middle chart is percentage of reactions recovered by co-occurrences. The bottom chart is percentage of reactions recovered by LitWay. In all the charts, the left sub-charts are percentage of network elements recovered by using metadata; the central sub-charts are percentage of network elements recovered by using annotations; the right sub-charts are percentage of network elements recovered by using metadata and annotations. In all the charts, red boxes are percentage of networks with less than 6 entities; green boxes are percentage of networks with more than 5 and less than 20 entities; blue boxes are percentage of networks with more than 20 entities.
In Fig. 4.8, we still can see the benefit of using annotation in comparison with using metadata alone. Interestingly, although chemical nomenclature is known to be relatively mature, the chemical networks’ recovery rate is not as good as PPI’s. This is largely due to that fragment of name or conventional name tends to be used when a chemical entity name appears to be very long.

This compensating effect between metadata and annotation is also not as prominent as it in PPI networks. This might indicate that the available semantic information about chemical entities from external resources is more limited than it about proteins and genes. Meanwhile, it is interesting that, by either method, bigger networks have better recovery rate than smaller ones.

The chemical reaction networks are evaluated by using CO2 and LitWay. Surprisingly, by either method, annotations of chemical entities are not helping the recovery of reactions when using CO2 approach. This has two reasons. First, a fragment of a name or conventional name is used when a chemical entity has a very long name. Second, when encoding networks in SBML, many chemical entity metadata is encoded with ambiguous names, acronyms or formula, such as GAP (Glyceraldehyde 3-phosphate) [94]. Named entity recognition without normalisation tagged a big number of such ambiguities, which, however, cannot be aligned with chemical entities’ scientific names from semantic resources. When using LitWay to recover the reactions from the networks, due to the stricter grammatical analysis, the general recovery rate is lower than CO2-based.

**CPI network**

As analysed in the previous section, chemical-protein interaction network is a big portion of all the types of networks. Differing from chemical reaction networks, the general difference between using different methods are similar to it in PPI networks (Fig. 4.9), in which annotations help improving recovery rate and combination of both information resources is better than using either alone. However, the general recovery rate is lower than the PPI networks’, and the difference between different methods are not as significant as it is in PPI networks. This is much due to the involvement of chemical entities. For the most of time, medium size networks have the best recovery rate. This demonstrates the available semantic resources have a relatively good coverage of the entities appearing in the scientific literature. This largely benefits from the development of bioinformatic resources of bio-molecules and the fast pace of related curation works.

**Signalling pathway**

Signalling pathways facilitate the communication of information received at the cell surface to the cellular centre, the nucleus, where signalling through the pathway is able to
4.2 Aligning the TM solutions with the contents of the biological networks in BMDB

Fig. 4.8: Recovery of the chemical reaction networks in BMDB by different methods. The top chart is percentage of recovered entities in the chemical reaction networks. The middle chart is percentage of reactions recovered by co-occurrences. The bottom chart is percentage of reactions recovered by LitWay. In all the charts, the left sub-charts are percentage of network elements recovered by using metadata; the central sub-charts are percentage of network elements recovered by using annotations; the right sub-charts are percentage of network elements recovered by using metadata and annotations. In all the charts, red boxes are percentage of networks with less than 6 entities; green boxes are percentage of networks with more than 5 and less than 20 entities; blue boxes are percentage of networks with more than 20 entities.
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Fig. 4.9: Recovery of the CPI networks in BMDB by different methods. The top chart is percentage of recovered entities in the CPI networks. The middle chart is percentage of reactions recovered by co-occurrences. The bottom chart is percentage of reactions recovered by LitWay. In all the charts, the left sub-charts are percentage of network elements recovered by using metadata, the central sub-charts are percentage of network elements recovered by using annotations, and the right sub-charts are percentage of network elements recovered by using metadata and annotations. In all the charts, red boxes are percentage of networks with less than 6 entities; green boxes are percentage of networks with more than 5 and less than 20 entities; blue boxes are percentage of networks with more than 20 entities.
manipulate the behaviour of the cell. The communication embodies a series of biochemical reactions. Fig. 4.6 showed that signalling pathways involve not only PPIs or chemical reactions. The majority of the reactions are actually occurring between proteins and chemical entities, which is different from the empirism. The signalling pathways in BMDB are identified by the GO annotations (the networks annotated with GO:0007165 or its descendant GO terms) and extracted for the experiment.

The entities in the signalling pathways have a relatively good recovery rate by involving annotations (Fig. 4.10). Involving annotations achieved much better recovery rates than using metadata. Despite the poor recovery rate by metadata, the combination of both information still gains a bit improvement, especially for the small networks. This again proves that the information from both metadata and annotation are not fully aligned with each other, and is able to compensate with each other. Therefore, both should be considered during biological network extraction. The sizes of the models do not have clear correlation with the recovery rate, as the result varies. By using metadata, recovery rate decreases when size increases. Using annotation, the medium networks have the best recovery rate. When using both, the small networks gained the best recovery rate.

Based on CO2, using annotations achieved generally better recovery rates besides the small networks, which recovery rate is better when only using metadata. The combination of both information has improvements for all the networks with the different sizes. The network size per se does not have influence on the recovery rate. For example, the large networks get the best recovery rate when only using annotations, which the medium network get the best when using both information. LitWay achieved relatively low recovery rates. The combination of metadata and annotations achieves the best recovery rates.

**Metabolic pathway**

The metabolic pathways from BMDB are extracted by checking annotations. If a network is annotated with the GO term, metabolic process pathway (GO:0008152), or its descendant terms, then the network is considered as a metabolic network.

The entities in the metabolic pathways are better recovered by using annotations than by using metadata. The combination of both information gets the best entity recovery rate. Network size does not have strong influence on the recovery rate.

CO2 achieved better reaction recovery rate by using metadata than by using annotations. This is because metabolic networks are mainly chemical reaction networks, while many chemical entities are encoded by using ambiguous acronyms or formula, such as GAP (Glyceraldehyde 3-phosphate) or CO (carbon oxide). While the reaction recovery rate by using annotations did not change much by using LitWay, metadata based reaction recovery
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Fig. 4.10: Recovery of the signalling pathways in BMDB by different methods. The top chart is percentage of recovered entities in the signalling pathways. The middle chart is percentage of reactions recovered by co-occurrences. The bottom chart is percentage of reactions recovered by LitWay. In all the charts, the left sub-charts are percentage of network elements recovered by using metadata, the central sub-charts are percentage of network elements recovered by using annotations, and the right sub-charts are percentage of network elements recovered by using metadata and annotations. Red boxes are percentage of networks with more than 20 entities; green boxes are percentage of networks with less than 20 entities; green boxes are percentage of networks with more than 5 and less than 20 entities; blue boxes are percentage of networks with more than 5 and less than 20 entities. The middle chart is percentage of reactions recovered by co-occurrences. The bottom chart is percentage of reactions recovered by LitWay. In all the charts, the left sub-charts are percentage of network elements recovered by using metadata, the central sub-charts are percentage of network elements recovered by using annotations, and the right sub-charts are percentage of network elements recovered by using metadata and annotations.
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Fig. 4.11: Recovery of the metabolic networks in BMDB by different methods. The top chart is percentage of recovered entities in the metabolic networks. The middle chart is percentage of reactions recovered by co-occurrences. The bottom chart is percentage of reactions recovered by LitWay. In all the charts, the left sub-charts are percentage of network elements recovered by using metadata; the central sub-charts are percentage of network elements recovered by using annotations; the right sub-charts are percentage of network elements recovered by using metadata and annotations. In all the charts, red boxes are percentage of networks with less than 6 entities; green boxes are percentage of networks with more than 5 and less than 20 entities; blue boxes are percentage of networks with more than 20 entities.
It has been long understood that “one gene-one protein-one function” is an over simplified theory. One gene can be expressed to different proteins, e.g. alternative splicing. The same protein also may play different roles in different organisms (e.g. cellular components), or different systems (e.g. pathways). It is similar for chemical entities, one chemical molecule may perform different functions in different environments. Meanwhile, investigating molecular function needs to taking into account all the known properties, necessary constituents, their relationships and even the temporal variation. Systems Biology envisions the inadequacy of studying isolated biological processes and builds more complete biological networks to gain full understanding about diseases, almost all of which are multi-factorial.

RECON2 [43] is so far one of the most comprehensive representations of human metabolism. The network described in its SBML model links the smallest molecular scale to the full cellular level, and contains 1,789 enzyme-encoding genes, 7,440 reactions and 5,063 metabolites. The entities and reactions are distributed over eight cellular components. The big reaction network converged perennial effort from the community, as it is too complicated to be built by any individual researcher.

Metabolism is a set of enzyme-catalysed reactions transforming life-sustaining chemicals within the cells and allowing organisms to grow and reproduce, maintain their structures, and respond to their environments. The sophisticate network adjusts itself for environmental change, however some personal or environmental change may result in diseaseful effect. TM-aided network evaluation collects molecular properties, relationships, locations and environmental changes from published knowledge to assist the network completion and semantical enrichment. I conducted a series of experiments to use different TM methods to recover the network entities and reactions from the scientific literature. Furthermore, alignment between the network and published knowledge reveals unencoded MIs, their roles, and activities in different biological processes and cellular components. High granularity comparison across the processes and locations provide evidences for discovering unreported molecular relations.
4.3 Evaluation of a comprehensive human metabolic network

4.3.1 Method

The experiment utilises LitWay to scan through the MEDLINE corpus (the same corpus described in Section 4.2.1.1), extract found molecular relations, and store them in a MySQL instance (Fig. 4.12). Extracted relations are stored in events and event_arguments and associated with the original documents by information stored in the tables, documents and document_events. Meanwhile, annotations from RECON2 are stored in networks and network_annotations. The related semantic information, e.g. synonyms, from external reference resources are fetched by Web Services and stored in semantic_references. In this way, the analysis can programmatically access centralised information from single database and improve the speed for processing such huge network. The database schema is integrated as part of LitWay. It is generic and can be used for other network analysis.

Entities from RECON2 are all paired with each other. A hypothetical molecular relation (HMR) is created for each pair, if no interaction between them has been coded. All the HMRs are then tested by being aligned with the events extracted from the corpus by LitWay. As a number of entities in RECON2 are redundant (2,626 metabolites are unique in total 5,063 metabolites), the experiment normalises entities according to its annotations at the beginning of the experiment. Each extracted hidden relations is analysed according to the location it taking is place, e.g. cytoplasm, and the potentially related pathways, e.g. aminosugar metabolism or blood group synthesis.

4.3.1.1 Cellular components

As biological processes are highly integrated and influence each other, molecular investigation should always be placed with the consideration of entire biological systems rather than being done individually. Locations where reactions taking place and other biological pathways the molecule involving cross-link different biological pathways and demonstrates versatile roles of the molecule. RECON2 uses Compartment in SBML to indicate the cellular components where reactions take place. Seven different cellular components are mentioned in RECON2 for metabolic network (Table 4.1). These are extracted from the SBML file depicting the network. Later analysis will be done with the respect to these cellular components.
Fig. 4.12: Database schema of LitWay. There are seven tables grouped in three types. The table, documents, has three fields: document_id stores unique identifiers of stored documents; external_id could be an ID from an external publication database, e.g., MEDLINE; external_id_type indicates type of external_id, e.g., MEDLINE or DOI. The table, document_events, references with documents by document_id. Its event_id is unique identifiers of events discovered in documents, and is referenced with event_id in the table, events. The table, events, has type indicating event types (e.g., phosphorylation etc.). The table, event_arguments, is referenced with events by event_id. It also has argument_id as identifiers of arguments (e.g., Theme, Cause etc.). The fields, offset_start and offset_end, indicate annotation offsets in documents. The table, networks, has network_id as identifiers, external_id as identifiers from external databases (e.g., BMDB), and external_id_type for indicating which external database is referenced. The table, network_annotations, is referenced with networks by network_id. The field, annotation_id, is unique identifiers of annotations in networks. The field, meta_id, is identifiers of network elements. The field, qualifier, is for storing qualifiers of semantic_reference_id. The field, semantic_reference_id, is linked with identifiers in the table, semantic_references. The field, external_id, in semantic_references are identifiers from external databases, e.g., UniProt or ChEBI. The field, external_id_type, indicates which database external_id external identifiers are from. The fields, name, synonym and note, are information retrieved from external databases.

4.3.2 Result

4.3.2.1 Entity coverage of the sub-pathways

A complete network like RECON2 offers opportunity to trace up- or downward. As nodes of network, the entities’ coverage in the scientific literature directly reflects the coverage
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Table 4.1: The cellular components involved in RECON2.

<table>
<thead>
<tr>
<th>Compartment name</th>
</tr>
</thead>
<tbody>
<tr>
<td>cytoplasm</td>
</tr>
<tr>
<td>endoplasmic reticulum</td>
</tr>
<tr>
<td>extracellular space</td>
</tr>
<tr>
<td>golgi apparatus</td>
</tr>
<tr>
<td>lysosome</td>
</tr>
<tr>
<td>mitochondrion</td>
</tr>
<tr>
<td>nucleus and peroxisome</td>
</tr>
</tbody>
</table>

of the general information about metabolic processes in published knowledge. The evaluation of the entities in RECON2 and its sub-pathways will align the structured information about human metabolism with the semantic information, which may be extracted from the scientific literature, and delivers quantitative and morphological information about human metabolism in unstructured text.

Before RECON2, several models of human metabolism have been created, while each of them only represents a part of the process [204]. In RECON2, 99 pathways are covered and expanded. Each pathway has been studied with different depth. Therefore, their information availability in the scientific literature accordingly varies. Appendix A shows the percentage of the entities in each pathway, which can be recovered from the scientific literature by NER. This represents the maximum portion of the network, which can be extracted by TM.

By using metadata, three pathways of 99 pathways cannot be found related with any abstracts from the corpus, which are O-glycan synthesis, Blood group synthesis, Keratan sulfate synthesis. The largest pathway (exchange/demand reaction) with 741 entities has 34.28% of them recovered from the literature, when the smallest pathway (nucleotide salvage pathway) with 4 entities has 75% recovered. D-alanine metabolism and ROS detoxification have their entities 100% found. With the reinforcement of information from annotations, all the pathways’ coverages have been improved. 9 pathways (Cysteine Metabolism, D-alanine metabolism, Lipoate metabolism, Nucleotide salvage pathway, ROS detoxification, Vitamin B12 metabolism, Vitamin B2 metabolism, Vitamin B6 metabolism, and Vitamin E metabolism) have 100% entities found. The largest pathway (exchange/demand reaction) have 79.35% of them recovered, when the smallest pathway (nucleotide salvage pathway) have 100% recovered. The pathway about extracellular transport has the largest number of related abstracts, which is 156,938.
4.3.2.2 Molecular relation discovery by TM

Discovering hidden biological relations is one of the bio-TM tasks favoured by biologists. We have discussed the two types of hidden relations in Section 4.1.2. Based on the relation discovery tools we developed, I focus on the first type of hidden relation, which has been reported in the scientific literature, however, is missing in structured knowledge-bases. Such relation is not easily accessible for biologists, and does not support automated knowledge retrieval.

Merely based on extracted information, it is very difficult for TM solutions to give a straightforward answer about relation between two biological concepts. Statistics methods are often combined as confident value about extracted relation. The assumption is, when a relation is mentioned in the literature with higher frequency than others, the certainty about the relation is relatively higher. This assumption is a natural extension of term frequency (TF), although it has not considered the inverse document frequency (IDF).

HMRs found by LitWay

All the entities in RECON2 are paired with each other as a hypothetical molecular relation (HMR), if the pair is not encoded in the network. Then each HMR is aligned with the interactions extracted by LitWay from the same corpus used in the previous section (Section 4.2.1.1). If both entities of an HMR were aligned with those of an interaction found by LitWay, the HMR is considered being supported by an evidential statement from the MEDLINE corpus.

Totally 1,115 pairs of molecules are found with corresponding statements by LitWay in the corpus (the same corpus in Section 4.2.1.1) suggesting that they might have direct interaction with each other. Thirty pairs with the highest frequency are listed in Table 4.2. Frequency of mention of a concept indicates the certainty of the public knowledge about the concept.

However, the result about the HMRs may be biased by mentions of common words. For example, Adenosine monophosphate (AMP, CHEBI:60880) can produce Adenosine triphosphate (ATP), a substrate of dephospho-CoA kinase (CHEBI:57328). Although AMP is not directly interacting with the kinase, they are obviously often mentioned in the same text unit.

Meanwhile, in each interaction of a pathway, entities may play different roles, which are not necessarily equally essential for the pathway’s function. Furthermore, the same entity may perform different functions in different locations of an organism, e.g. a cell. Therefore, it is more informative to look into the entities, whose interactions are mentioned with high frequency (evidential sufficiency) and with higher number of unique entities (molecular
### Table 4.2: The mostly occurring HMR in RECON2.

<table>
<thead>
<tr>
<th>Entity A</th>
<th>Entity B</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>CHEBI:60880 3’-AMP(2-)</td>
<td>CHEBI:57328 3’-dephospho-CoA(2-)</td>
<td>332</td>
</tr>
<tr>
<td>acylysphingosine</td>
<td>glycerol</td>
<td></td>
</tr>
<tr>
<td>CHEBI:28972 (R)-propane-1,2-diol</td>
<td>CHEBI:17815 1,2-diacyl-sn-glycerol</td>
<td>288</td>
</tr>
<tr>
<td>CHEBI:29002 (S)-propane-1,2-diol</td>
<td>CHEBI:27458 3α, 7α, 12α, 24-</td>
<td></td>
</tr>
<tr>
<td></td>
<td>tetrahydroxy-5β-cholestan-26-oyl-CoA thiamine(1+)</td>
<td></td>
</tr>
<tr>
<td>CHEBI:52595 1-alkyl-2-acyl-sn-glycerol</td>
<td>CHEBI:37575 monophosphate(2-)</td>
<td>265</td>
</tr>
<tr>
<td>CHEBI:58601 α-D-glucose 1-</td>
<td>CHEBI:57351 4,8,12-trimethyltridecanoyl-CoA(4-)</td>
<td>199</td>
</tr>
<tr>
<td>phosphate(2-)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CHEBI:57336 2-methylbutanoyl-</td>
<td>CHEBI:57335 2-methylacetooctadecyl-CoA(4-)</td>
<td>157</td>
</tr>
<tr>
<td>CoA(4-)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CHEBI:53487 all-cis-docosa-</td>
<td>CHEBI:53488 7(7Z,10Z,13Z,16Z,19Z)-docosapentaenoic acid</td>
<td>93</td>
</tr>
<tr>
<td>7,10,13,16-tetraenoic acid</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CHEBI:57454 10-formyltetrahydrofolate(2-)</td>
<td>CHEBI:15440 squalene</td>
<td>92</td>
</tr>
<tr>
<td>CHEBI:22783 β-D-galactosyl-(1-</td>
<td>CHEBI:16250 N-acetyl-β-D-glucosaminyl-(1-&gt;3)-N-acetyl-β-D-galactosaminyl group</td>
<td>85</td>
</tr>
<tr>
<td>&gt;3)-N-acetyl-D-galactosaminyl group</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CHEBI:26174 poly(N-acyethyl lactosamine)</td>
<td>CHEBI:18225 myo-inositol 1,3-bisphosphate</td>
<td>84</td>
</tr>
<tr>
<td>CHEBI:57335 2-methylacetooctadecyl-CoA(4-)</td>
<td>CHEBI:16897 D-erythrose 4-phosphate(2-)</td>
<td>83</td>
</tr>
<tr>
<td>CHEBI:27979 all-cis-icosa-8,11,14-trienoyl-CoA</td>
<td>CHEBI:17029 chitin</td>
<td>78</td>
</tr>
<tr>
<td>CHEBI:326268 1,4-butanediammonium</td>
<td>CHEBI:17587 L-gulono-1,4-lactone lactose</td>
<td>76</td>
</tr>
<tr>
<td>HMDB06535 β-1,4-mannose-N-</td>
<td>CHEBI:17716</td>
<td>75</td>
</tr>
<tr>
<td>acetylg glucosamine</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CHEBI:2504 aflatoxin B1</td>
<td>CHEBI:16040 cytosine</td>
<td>74</td>
</tr>
<tr>
<td>CHEBI:57337 2-methylcrotonoyl-</td>
<td>CHEBI:16723 4-methylthio-2-oxobutanoate</td>
<td>55</td>
</tr>
<tr>
<td>CoA(4-)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CHEBI:15598 2-methylcitrate(3-)</td>
<td>CHEBI:57441 2,3-diketogulonate</td>
<td>47</td>
</tr>
<tr>
<td>CHEBI:58017 5-O-phosphonato-α-D-ribofuranosyl diphosphate(5-)</td>
<td>hsa:7941 PLA2G7, LDL-PLA2, LP-PLA2, PAFAD, PAFAH</td>
<td>43</td>
</tr>
<tr>
<td>CHEBI:58672 L-2-amino acid(1-)</td>
<td>CHEBI:57403 prostaglandin I2(1-)</td>
<td>42</td>
</tr>
<tr>
<td>CHeBI:33568 adrenaline</td>
<td>CHEBI:28547 D-glucuronate 1-phosphate</td>
<td>41</td>
</tr>
<tr>
<td>CHEBI:545959 homovanillic acid</td>
<td>CHEBI:45698 3,3’-diiodo-L-thyronine</td>
<td>40</td>
</tr>
</tbody>
</table>
activity).

Therefore, an insight into evidence frequency of each interaction and molecular activity with the respect to individual entity in different location and sub-pathway can be more informative for biological study. For this reason, further analysis is conducted to look into evidential sufficiency and molecular activity in different cellular components and sub-pathways.

**Evidential sufficiency**

Frequency of mentioning a concept is regarded as the sufficiency of available evidences about the concept, therefore, indicates the confidence about the concept’s existence. Table 4.3 lists the entities, which related HMR have been mentioned with the highest frequencies found by LitWay in the corpus.

Heat map is used to break down the entities’ evidential sufficiency with respect to different cellular components and pathways.

In each grid of the heat map in Fig. 4.13, the spectrum from green to red indicates the frequency of an entity’s related HMR in a cellular component from low to high. In such way, we can see how sufficient the evidential statements for each entity’s HMRs in a cellular component.

It is observed that the interactions related with D-galactosyl-N-acylsphingosine (CHEBI:12947), α-D-glucose 1-phosphate(2-) (CHEBI:58601), (R)-propane-1,2-diol (CHEBI:28972), 1-alkyl-2-acyl-sn-glycerol (CHEBI:52595) and (S)-propane-1,2-diol (CHEBI:29002) taking place in nucleus are well supported by the evidences. Several entities’ related interactions in lysosome are well supported. The interactions happening in extracellular and endoplasmic reticulum and related with 2-methylacetoacetyl-CoA(4-) (CHEBI:57335) and 2-methylbutanoyl-CoA(4-) (CHEBI:57336) are well supported.

In each grid of the heat map in Fig. 4.14, the spectrum from green to red indicates the frequency of an entity’s related HMR in a sub-pathway from low to high. The difference between Fig. 4.14 and Fig. 4.13 is that the confidence of each entity’s related HMRs is compared in the related sub-pathways (see the full list of the sub-pathways in Figure 2 in [43]) rather than cellular components. This analysis tells how much evidential statements found by LitWay for an entity’s relation HMR occurring in the related sub-pathway.

Fig. 4.14 shows that almost all the entities more or less have related reactions in the pathways. Glycerophospholipid metabolism, sphingolipid metabolism, galactose metabolism, exchange/demand reaction, bile acid synthesis, NAD metabolism and urea cycle are particularly influenced by the interactions participated by α-D-glucose 1-phosphate(2-) (CHEBI:58601), D-galactosyl-N-acylsphingosine (CHEBI:12947), 1-alkyl-2-acyl-sn-glycerol
Table 4.3: Entities with the most mentioned HMRs found by LitWay in the scientific literature. The entities in grey are also appearing in Table 4.4.

<table>
<thead>
<tr>
<th>Entity</th>
<th>Name</th>
<th>Mention number</th>
</tr>
</thead>
<tbody>
<tr>
<td>CHEBI:58601</td>
<td>α-D-glucose 1-phosphate(2-)</td>
<td>18509</td>
</tr>
<tr>
<td>CHEBI:52595</td>
<td>1-alkyl-2-acyl-sn-glycerol</td>
<td>18017</td>
</tr>
<tr>
<td>CHEBI:29002</td>
<td>(S)-propane-1,2-diol</td>
<td>17976</td>
</tr>
<tr>
<td>CHEBI:28972</td>
<td>(R)-propane-1,2-diol</td>
<td>17976</td>
</tr>
<tr>
<td>CHEBI:12947</td>
<td>D-galactosyl-N-acylsphingosine</td>
<td>9260</td>
</tr>
<tr>
<td>CHEBI:57336</td>
<td>2-methylbutanoyl-CoA(4-)</td>
<td>5271</td>
</tr>
<tr>
<td>CHEBI:57335</td>
<td>2-methylacetoacetyl-CoA(4-)</td>
<td>5171</td>
</tr>
<tr>
<td>CHEBI:27979</td>
<td>all-cis-docosa-7,10,13,16-tetraenoic acid</td>
<td>4865</td>
</tr>
<tr>
<td>CHEBI:2504</td>
<td>aflatoxin B₁</td>
<td>3874</td>
</tr>
<tr>
<td>CHEBI:26174</td>
<td>poly(N-acetyllactosamine)</td>
<td>2854</td>
</tr>
<tr>
<td>CHEBI:22783</td>
<td>β-D-galactosyl-(1→3)-N-acetyl-D-galactosaminyl group</td>
<td>2854</td>
</tr>
<tr>
<td>CHEBI:57454</td>
<td>10-formyltetrahydrofolate(2-)</td>
<td>2777</td>
</tr>
<tr>
<td>CHEBI:53487</td>
<td>all-cis-docosa-7,10,13,16-tetraenoic acid</td>
<td>2774</td>
</tr>
<tr>
<td>CHEBI:57337</td>
<td>2-methylcrotonoyl-CoA(4-)</td>
<td>2600</td>
</tr>
<tr>
<td>CHEBI:58524</td>
<td>gibberellin A1(1-)</td>
<td>2446</td>
</tr>
<tr>
<td>HMDB06535</td>
<td>β-1,4-mannose-N-acetylglycosamine</td>
<td>2418</td>
</tr>
<tr>
<td>CHEBI:326268</td>
<td>1,4-butanediammonium</td>
<td>2418</td>
</tr>
<tr>
<td>CHEBI:545959</td>
<td>homovanillic acid</td>
<td>1875</td>
</tr>
<tr>
<td>hsa:8854</td>
<td>aldehyde dehydrogenase 1 family, member A2</td>
<td>1790</td>
</tr>
<tr>
<td>hsa:55967</td>
<td>NADH dehydrogenase (ubiquinone) 1 alpha subcomplex, 12</td>
<td>1778</td>
</tr>
<tr>
<td>hsa:9536</td>
<td>prostaglandin E synthase</td>
<td>1688</td>
</tr>
<tr>
<td>CHEBI:57448</td>
<td>(5Z,9E,12S,14Z)-8,11,12-trihydroxyicos-5,9,14-trienoate</td>
<td>1688</td>
</tr>
<tr>
<td>hsa:79087</td>
<td>ALG12, α-1,6-mannosyltransferase</td>
<td>1688</td>
</tr>
<tr>
<td>CHEBI:15876</td>
<td>β-D-galactosyl-1,3-(N-acetyl-β-D-galactosaminyl-1,6)-N-acetyl-D-galactosaminyl group</td>
<td>1681</td>
</tr>
<tr>
<td>hsa:145226</td>
<td>retinol dehydrogenase 12 (all-trans/9-cis/11-cis)</td>
<td>1679</td>
</tr>
<tr>
<td>hsa:1580</td>
<td>cytochrome P450, family 4, subfamily B, polypeptide 1</td>
<td>1678</td>
</tr>
<tr>
<td>hsa:1582</td>
<td>cytochrome P450, family 8, subfamily B, polypeptide 1</td>
<td>1676</td>
</tr>
<tr>
<td>CHEBI:57351</td>
<td>4,8,12-trimethyltridecanoyl-CoA(4-)</td>
<td>1675</td>
</tr>
<tr>
<td>hsa:6476</td>
<td>sucrase-isomaltase (α-glucosidase)</td>
<td>1670</td>
</tr>
<tr>
<td>hsa:7296</td>
<td>thioredoxin reductase</td>
<td>1661</td>
</tr>
</tbody>
</table>
Fig. 4.13: Entities with the most mentioned HMRs occurring in different cellular components found by LitWay. The horizontal axis is the list of entities in Table 4.3. The vertical axis is the different cellular components (Table 4.1). Each grid of the heat map indicates the frequency of an entity’s related HMRs in a cellular component found by LitWay. The spectrum from green to red indicates the frequency from low to high.

(CHEBI:52595), (S)-propane-1,2-diol (CHEBI:29002) and (R)-propane-1,2-diol (CHEBI:28972).

Molecular activity

If molecule A involves interacting with more different molecules, in more different cellular components or various pathways, it is reasonable to assume that A is more active and playing more versatile roles than others. Table 4.4 lists the entities found by LitWay that they interact with more different molecules than other, i.e. are involved in more unique HMRs. The first column is the accession of the entity in ChEBI. The second column is the scientific name of the entity extracted from the corresponding external references. The third column is the number of unique HMRs found by LitWay in the corpus. The entities highlighted in grey are those appearing in both Table 4.4 and Table 4.3, which will be presented
4.3 Evaluation of a comprehensive human metabolic network

Fig. 4.14: Entities with the most mentioned HMRs in involved in different sub-pathways. The horizontal axis is the list of entities in Table 4.3. The vertical axis is the related sub-pathways in RECON2. Each grid indicates the frequency of an entity’s related HMRs in a sub-pathway found by LitWay. The spectrum from green to red indicates the frequency from low to high.

Later in this section.

Again, the entities’ HMRs are analysed in different cellular components and sub-pathways. In Fig. 4.15, the horizontal axis is the list of the entities, which are those listed in Table 4.4. The vertical axis is the list of locations (Table 4.1). Each grid in the heat map indicates the activity of an entity in a cellular component. From green to red, the spectrum indicates the number of an entity’s related unique HMRs from low to high.

From Fig. 4.15, it can be seen that, in peroxisome, the most entities can interact with many different entities. Other locations differ between different entities, and do not have significant discrepancies. 2-aminomuconate(2-) (CHEBI:57937), FADH2(2-) (CHEBI:58307) and methacrylyl-CoA (CHEBI:27754) are active in many different organelles. N-acetylpurrescinium (CHEBI:58263), ammonioacetone (CHEBI:58320), methylammonium (CHEBI:59338), dopaminium(1+) (CHEBI:59905), dATP(4-) (CHEBI:61404) and CMP(2-) (CHEBI:60377) are more ac-
Table 4.4: Entities with the highest number of unique HMRs found by LitWay in the scientific literature. The entities in grey are also appearing in Table 4.3.

<table>
<thead>
<tr>
<th>Entity</th>
<th>Name</th>
<th>Unique HMR number</th>
</tr>
</thead>
<tbody>
<tr>
<td>CHEBI:57336</td>
<td>2-methylbutanoyl-CoA(4_)</td>
<td>175</td>
</tr>
<tr>
<td>CHEBI:57335</td>
<td>2-methylacetoacetyl-CoA(4_)</td>
<td>170</td>
</tr>
<tr>
<td>CHEBI:26174</td>
<td>poly(N-acetyllactosamine)</td>
<td>163</td>
</tr>
<tr>
<td>CHEBI:22783</td>
<td>β-D-galactosyl-(1_3)-N-acetyl-D-galactosaminyl group</td>
<td>161</td>
</tr>
<tr>
<td>CHEBI:27979</td>
<td>all-cis-icos-8,11,14-trienoyl-CoA</td>
<td>159</td>
</tr>
<tr>
<td>CHEBI:545959</td>
<td>homovanillic acid</td>
<td>149</td>
</tr>
<tr>
<td>CHEBI:57604</td>
<td>3-phosphonato-D-glyceroyl phosphate(4_)</td>
<td>137</td>
</tr>
<tr>
<td>CHEBI:60880</td>
<td>3′-AMP(2-)</td>
<td>136</td>
</tr>
<tr>
<td>CHEBI:58524</td>
<td>gibberellin A1(1_)</td>
<td>128</td>
</tr>
<tr>
<td>CHEBI:58272</td>
<td>3-phosphonato-D-glycerate(3_)</td>
<td>116</td>
</tr>
<tr>
<td>CHEBI:2504</td>
<td>aflatoxin B1</td>
<td>114</td>
</tr>
<tr>
<td>CHEBI:58307</td>
<td>FADH2(2-)</td>
<td>97</td>
</tr>
<tr>
<td>CHEBI:57937</td>
<td>2-aminomuconate(2-)</td>
<td>97</td>
</tr>
<tr>
<td>CHEBI:27754</td>
<td>methacrylyl-CoA</td>
<td>97</td>
</tr>
<tr>
<td>CHEBI:57355</td>
<td>4-coumaroyl-CoA</td>
<td>94</td>
</tr>
<tr>
<td>CHEBI:61085</td>
<td>3-sulfino-L-alanine(1-)</td>
<td>73</td>
</tr>
<tr>
<td>CHEBI:58017</td>
<td>5-O-phosphonato-α-D-ribofuranosyl diphosphate(5_)</td>
<td>72</td>
</tr>
<tr>
<td>CHEBI:57386</td>
<td>octanoyl-CoA(4-)</td>
<td>70</td>
</tr>
<tr>
<td>CHEBI:58601</td>
<td>α-D-glucose 1-phosphate(2_)</td>
<td>69</td>
</tr>
<tr>
<td>CHEBI:57315</td>
<td>(R)-3-hydroxybutanoyl-CoA(4_)</td>
<td>64</td>
</tr>
<tr>
<td>CHEBI:57450</td>
<td>5(S)-HPETE(1_)</td>
<td>62</td>
</tr>
<tr>
<td>CHEBI:57463</td>
<td>leukotriene A4(1_)</td>
<td>61</td>
</tr>
<tr>
<td>CHEBI:57453</td>
<td>(6S)-5,6,7,8-tetrahydrofolate(2_)</td>
<td>60</td>
</tr>
<tr>
<td>CHEBI:61404</td>
<td>dATP(4-)</td>
<td>59</td>
</tr>
<tr>
<td>CHEBI:60377</td>
<td>CMP(2-)</td>
<td>58</td>
</tr>
<tr>
<td>CHEBI:59905</td>
<td>dopaminium(1+)</td>
<td>58</td>
</tr>
<tr>
<td>CHEBI:59338</td>
<td>methylammonium</td>
<td>58</td>
</tr>
<tr>
<td>CHEBI:58320</td>
<td>ammonioacetone</td>
<td>58</td>
</tr>
<tr>
<td>CHEBI:58263</td>
<td>N-acetylputrescinium</td>
<td>58</td>
</tr>
<tr>
<td>CHEBI:58235</td>
<td>glycocholate</td>
<td>58</td>
</tr>
</tbody>
</table>
Fig. 4.15: Entities with the highest number of unique HMRs in different cellular components found by LitWay. The horizontal axis is the list of the entities, which are those listed in Table 4.4. The vertical axis is the list of locations (Table 4.1). Each grid represents the number of an entity’s unique HMRs in a cellular component found by LitWay. From green to red, the spectrum indicates the number from low to high.

tive in peroxisome than in other organelles. This phenomenon is more obvious for that 2-methylbutanoyl-CoA(\texttt{4}) (CHEBI:57336), 2-methylacetoacetyl-CoA(\texttt{4}) (CHEBI:57335) and homovanillic acid (CHEBI:545959) are active in peroxisome in spite of that they have higher number of different interacting entities.

Fig. 4.16’s horizontal axis is as same as the horizontal axis in Fig. 4.15, which is the list of the entities in Table 4.4. Its vertical axis is different, and is the list of ninety-nine sub-pathways of RECON2 (see the full list of the sub-pathways in Figure 2 in [43]). Each block in the heat map is the number of unique interactions the entity participating in the sub-pathway. From light colour (green) to dark colour (red), the spectrum indicates the number of unique interactions from low to high.
Fig. 4.16: Entities with the highest number of unique HMRs in different sub-pathways found by LitWay. The horizontal axis is the list of the entities, which are those listed in Table 4.4. The vertical axis is the list of the related sub-pathways in RECON2. Each grid represents the number of an entity’s related unique HMRs in a sub-pathway found by LitWay. From green to red, the spectrum indicates the number from low to high.

Fig. 4.16 gives a higher granularity about molecular activities. We do not only see how active each entity by visualised spectrum, but also know the generality of its activity in each sub-pathway, which means it can be known that an entity is only active in one biological process or behaves similar in other metabolic processes as well. For example, glycocholate acid (CHEBI:58235) can be seen active in several pathways including vitamin A metabolism, taurine and hypotaurine metabolism and also cholesterol metabolism.

4.4 Discussion and conclusion

Different biological networks involve different entity types and reaction types. For instance, it is empirically thought that signalling pathway mainly contains PPIs and metabolic path-
way involves CPIs. Such entity composition and reaction composition is presumed to be reflected in the descriptions in the scientific literature. This knowledge is important for guiding the development of an IR and/or IE system of biological network, which has been proven in the previous chapter. For example, the experiments on feature selection and constraints show that there are significantly diverse effects for different bio-events.

The curated biological networks from BMDB are evaluated by using the methods I developed, which ranges from high-recall to high-precision. The networks cover a comprehensive range of network types and sizes. The entity composition analysis shows that signalling pathways have higher percentage of entities, which is protein, and metabolic network has higher percentage of chemical entities. In certain extent, this is inline with empirical assumptions. However, the distinction is not as absolute as the assumption, and signalling pathways also appear to involve a large number of chemical entities in the text as well.

It is observed that 46% of signalling pathways involve CPIs and 5% of them involve only chemical reactions. Secondly, a large portion of metabolic networks involve protein interactions (33% CPI networks and 9% protein-only networks). These may seem contradicting the presumption. However, as all the networks used for the experiments are carefully curated to be correspondent with the original publications. Therefore, the result reflects the characteristics of such networks in the scientific literature.

A comprehensive comparison of the networks across types, sizes and extraction solutions is conducted. The results represent the recalls of LitWay for extracting different reactions from the scientific literature. As expected, CO2 produces better coverage (high recall) than LitWay, which is in general the case. Only when the entities can be discovered, the reactions can be recovered upon the entities. This is also in general the case, and it does not make a difference when the recovery exploits semantic information ("By Annotation") or metadata ("By Metadata"). Signalling pathways have a very good coverage on entities, but still would only produce about 50% of the relations (CO) or less when LitWays is used. During the experiment, it can be seen that the exploitation of semantic information improves the recalls.

Network size does not show obvious correlation with the coverage in the scientific literature, although, in many cases, medium size networks (entity number between 5 and 20) seem slightly higher. This shows that most available biological networks from the structured database are curated from the published knowledge, which is in unstructured text but has informative description about the corresponding biological processes.

By using LitWay, an experiment is conducted on the big network, RECON2, for discovering molecular relation, which have been reported in the scientific literature but not
encoded in RECON2. By using information of metadata and annotation, the alignment between the sub-pathways of RECON2 and extracted entities by TM showed a good overlap between the two sources.

LitWay is used to investigate molecular relations, which have not been encoded in RECON2. The extracted evidential statements are firstly quantified for each discovered reaction, which show the overlap between hypothesised reaction and evidential statements from the scientific literature. Meanwhile, it represents the sufficiency of evidence or, in some way, the confidence of each discovered reaction.

The discovered reactions are then quantified to demonstrate the molecular activities. Some molecules play more active roles than the others. The activities are analysed from two dimensions: cellular components and sub-pathways. It further elaborates the activity of the molecules in the discovered relations.
Chapter 5

Conclusion

Digitally available literatures exponentially increase in last two decades, within which scientific literature is one principle resource of published knowledge. For instance, MEDLINE is updated from Tuesday to Saturday since 2003 and between 2,000-4,000 completed references are added daily [205]. This capacity has been far beyond what manual curation can achieve. Text mining (TM) based on natural language processing (NLP) and machine learning are steadily advancing. However, TM is still rarely used for gathering evidence for causative effects of gene-disease associations, for example, the modification of a molecular function of a protein or the dysfunction of an anatomical component. Meanwhile, there is no work using information mined from scientific literature to align with sophisticate biological networks, such as signalling pathways or metabolic pathways.

This study endeavours investigating TM-aided network evaluation, related challenges, and solutions. I develop new solutions and exploits available solutions to extract evidential statements from the scientific literature to unravel molecular function and evaluate biological networks, including signalling pathways and metabolic pathways. Aligning extracted knowledge with contents of curated biological networks evaluates the TM solutions, and supports understanding functional information of entities, identifying causative entity or reaction in biological phenomenon or disease, cross-linking data entries, examining erroneous information in database, and updating existing knowledge. Hidden molecular relation, which may be pathogenetic but have not been reported due to various reasons, may be discovered or inferred based on evidences collected from the scientific literature. Meanwhile, for NLP-based TM, the evaluation delivers extensive knowledge about distribution of entities and reactions in scientific literature.

A biological network is represented in a graph structure composed of nodes denoting biomolecules and edges between the nodes representing interactions or reactions between
the biomolecules. Therefore, identifying entities, including protein and chemical, in text is the fundamental task of biological network extraction. By looking into different biological named entity recognition (NER) solutions [44], I investigate and deliver the knowledge about bio-molecular existence and formation in free-text, and about the most up-to-date solutions of identifying and normalising biomolecules (Chapter 2).

Different approaches of NER solutions have own advantages and disadvantages [44]. ML approaches usually perform well on datasets they been trained on. On the opposite, lexical/dictionary approach’s performance is more consistent. For large corpus like MEDLINE, which obtains large update daily, ML approaches may not be the most suitable NER solutions. The evaluation shows that SwissProt tagger integrated in the Whatizit infrastructure [103] possesses state-of-the-art performance.

Event extraction (EE) links individual entities with their relationships. PCorral is a system for identifying molecular relations on sentential level of the entire MEDLINE. It utilises SwissProt tagger, therefore its EM and EN are up-to-date. It is able to extract molecular interactions by co-occurrence, tri-occurrence and syntactic patterns. CO is a larger set and the true superset to the CO3 results, and this is again a larger set and the true superset to the syntactic patterns. PCorral produces high recall results and also more specific results, which assists biologists to gain a comprehensive understanding about the entities and the reaction (called information retrieval) without technological bias, and narrows down selected documents to focus on specific reactions (called information extraction). Its interactive information retrieval is based on-the-fly processing. IntAct corpus has many reactions, which entities are not occurring on the same sentences. The performance seems low. On another hand, when being evaluated on BioCreative II, PCorral’s pipeline including NER is used for the evaluation. It does not use the pre-tagged entities in order to test the system’s capability of fully automated information extraction without manual efforts.

LitWay is a precise method of bio-EE. It is implemented with a search-based structured prediction algorithm, SEARN, and designed to be flexible and able to identify more types of complex reactions, including protein-protein interaction and protein-chemical interaction. The core of the system uses a set of collaborative classifiers to identify different parts of biological event. The evaluation on BioNLP’13 data proves the system to be one of the up-to-date systems. It can be easily customised for different tasks (Chapter 3).

NER and EE provide information for different layers of the biological network evaluation. Meanwhile, different approaches (CO2, CO3, SynP and ML) covers different aspects of the network evaluation. The evaluation starts with adopting the high-recall approach to evaluate the curated networks in BioModels Database [8] and quantitatively analyse the in-
formation composition and morphology of the networks including the metabolic pathways and the signalling pathways in the scientific literature. The work objectively quantifies evidential information of biomolecules, their relations and involving types of biological pathways in scientific literature [193]. Subsequently, diverse TM methods, from high-recall driven (co-occurrence and tri-occurrence) to high-precision driven (syntactic parsing and pattern), are employed for knowledge acquisition and evaluation of biological network [40].

The experiment shows overlaps between PCI and PPI, and between protein and chemical. The overlaps demand different methods and lead to different results in the network extraction by TM. The entity compositions of the signalling pathways and the metabolic pathways in BMDB are in-line with the empirical knowledge. The signalling pathways involve more proteins, and the metabolic networks involve more chemical entities. However, the signalling pathways also have a large portion of chemical entities. Generally, the PPIs have a better coverage in the scientific literature in comparison with the CPIs. The signalling pathways are better analysed and better conserved, i.e. they have more coverage in the literature concerning entities and relations. The metabolic pathways have less coverage in the scientific literature. Meanwhile, network sizes do not have significant correlation with the coverage in the scientific literature.

The experiment of evaluation is extended to investigate a comprehensive human metabolic network, RECON2 [43]. To evaluate the huge network, which consists of 1,789 enzyme-encoding genes, 7,440 reactions and 2,626 unique metabolites, PCorral and LitWay are used for different aspects of the analysis. Firstly, entity coverage in the sub-pathways quantify the maximum information about the network available from the scientific literature. PCorral’s methods, from high-recall (CO2) to high-precision (SynP), are used to compare different types of manually curated evidences of reactions with available evidences from the scientific literature.

It has been long accepted that one-gene-one-protein-one-function is an over simplified theory. One gene can be expressed to different proteins, e.g. alternative splicing. One protein can also play different roles in different organisms (e.g. cellular components) or systems (e.g. pathways). I demonstrate using LitWay to collect evidential statements of hypothesised molecular relations and analyse molecular activities in different cellular components and sub-pathways of human metabolism (Chapter 4).

The analysis shows that, in peroxisome, the most entities can interact with many different entities. Other locations differ between different entities, and do not have significant discrepancies. 2-aminomuconate(2-) (CHEBI:57937), FADH2(2-) (CHEBI:58307) and methacrylyl-CoA (CHEBI:27754) are active in many different organelles. N-acetylputrescinium
Conclusion

(CHEBI:58263), ammonioacetone (CHEBI:58320), methylammonium (CHEBI:59338), dopaminium(1+) (CHEBI:59905), dATP(4-) (CHEBI:61404) and CMP(2-) (CHEBI:60377) are more active in peroxisome than in other organelles. This phenomenon is more obvious for that 2-methylbutanoyl-CoA(4-) (CHEBI:57336), 2-methylacetoacetyl-CoA(4-) (CHEBI:57335) and homovanillic acid (CHEBI:545959) are active in peroxisome in spite of that they have higher number of different interacting entities. The analysis also shows that glycocholate acid (CHEBI:58235) are active in several pathways including vitamin A metabolism, taurine and hypotaurine metabolism and also cholesterol metabolism. These observations can be further evaluated in the web-lab experiments in the future.

As discussed before, a network is different from a set of events and more informative. In order to be able to extract biological networks, the current challenge still remain on event extraction. The best performing system in BioNLP achieves less than 60% F-score. Besides the performance limitation of the system, coreference in the text is also a prominent issue. In the future, firstly, the current system, which is based on LitWay infrastructure, will be improved. Then, it will leverage the methods of linguistic discourse, of which coreference is a sub-type. Based on co-referring expressions and context, the system will try to be able to characterise the certainty level of extracted relations/facts. These are essential for synthesising events to produce interconnected networks.

While focusing on improving event extraction technology, the initial objective of text mining should not be overlooked. It could have two folds. Firstly, automatically gathering evidences for causative effects for selected gene-disease associations from published knowledge is an highly demanded use case, which has not been well served. Furthermore, once performance of event extraction and even normalisation reaches certain reliability, text mining should later aim at interlinking data extracted from the scientific literature and semantic databases to automatically construct networks of complicated biological conditions. The interlinked knowledge also has potential to be abstracted into models for simulating the conditions for pharmaceutical purposes, e.g. blood homeostasis and cellular trafficking, which are related with the disease states of diabetes, heart disease and Alzheimer’s disease.
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## Appendix A

### Recovery of the pathways in RECON2 by NER

<table>
<thead>
<tr>
<th>Pathway</th>
<th>Entity number</th>
<th>By name</th>
<th>By name &amp; anno</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alanine and aspartate metabolism</td>
<td>24</td>
<td>66.67%</td>
<td>83.33%</td>
</tr>
<tr>
<td>Alkaloid synthesis</td>
<td>9</td>
<td>33.33%</td>
<td>55.56%</td>
</tr>
<tr>
<td>Aminosugar metabolism</td>
<td>37</td>
<td>43.24%</td>
<td>56.76%</td>
</tr>
<tr>
<td>Androgen and estrogen synthesis and metabolism</td>
<td>64</td>
<td>45.31%</td>
<td>59.38%</td>
</tr>
<tr>
<td>Arachidonic acid metabolism</td>
<td>68</td>
<td>33.82%</td>
<td>52.94%</td>
</tr>
<tr>
<td>Arginine and Proline Metabolism</td>
<td>55</td>
<td>41.82%</td>
<td>52.73%</td>
</tr>
<tr>
<td>Bile acid synthesis</td>
<td>126</td>
<td>20.63%</td>
<td>44.44%</td>
</tr>
<tr>
<td>Biotin metabolism</td>
<td>23</td>
<td>26.09%</td>
<td>34.78%</td>
</tr>
<tr>
<td>Blood group synthesis</td>
<td>33</td>
<td>0.00%</td>
<td>54.55%</td>
</tr>
<tr>
<td>Butanoate metabolism</td>
<td>6</td>
<td>50.00%</td>
<td>66.67%</td>
</tr>
<tr>
<td>C5-branched dibasic acid metabolism</td>
<td>9</td>
<td>33.33%</td>
<td>55.56%</td>
</tr>
<tr>
<td>Cholesterol metabolism</td>
<td>79</td>
<td>26.58%</td>
<td>73.42%</td>
</tr>
<tr>
<td>Chondroitin sulfate degradation</td>
<td>37</td>
<td>2.70%</td>
<td>48.65%</td>
</tr>
<tr>
<td>Chondroitin synthesis</td>
<td>45</td>
<td>2.22%</td>
<td>35.56%</td>
</tr>
<tr>
<td>Pathway</td>
<td>NER</td>
<td>RECON2</td>
<td>NER</td>
</tr>
<tr>
<td>----------------------------------------</td>
<td>-----</td>
<td>--------</td>
<td>-----</td>
</tr>
<tr>
<td>Citric acid cycle</td>
<td>31</td>
<td>45.16%</td>
<td>51</td>
</tr>
<tr>
<td>CoA catabolism</td>
<td>12</td>
<td>50.00%</td>
<td>75</td>
</tr>
<tr>
<td>CoA synthesis</td>
<td>28</td>
<td>42.86%</td>
<td>67</td>
</tr>
<tr>
<td>Cysteine Metabolism</td>
<td>6</td>
<td>83.33%</td>
<td>100</td>
</tr>
<tr>
<td>Cytochrome metabolism</td>
<td>21</td>
<td>76.19%</td>
<td>85</td>
</tr>
<tr>
<td>D-alanine metabolism</td>
<td>6</td>
<td>100.00%</td>
<td>100</td>
</tr>
<tr>
<td>Eicosanoid metabolism</td>
<td>250</td>
<td>9.20%</td>
<td>75</td>
</tr>
<tr>
<td>Exchange/demand reaction</td>
<td>741</td>
<td>34.28%</td>
<td>79</td>
</tr>
<tr>
<td>Fatty acid oxidation</td>
<td>552</td>
<td>7.25%</td>
<td>39</td>
</tr>
<tr>
<td>Fatty acid synthesis</td>
<td>123</td>
<td>8.94%</td>
<td>55</td>
</tr>
<tr>
<td>Folate metabolism</td>
<td>66</td>
<td>18.18%</td>
<td>33</td>
</tr>
<tr>
<td>Fructose and mannose metabolism</td>
<td>26</td>
<td>42.31%</td>
<td>61</td>
</tr>
<tr>
<td>Galactose metabolism</td>
<td>17</td>
<td>52.94%</td>
<td>58</td>
</tr>
<tr>
<td>Glutamate metabolism</td>
<td>24</td>
<td>58.33%</td>
<td>79</td>
</tr>
<tr>
<td>Glutathione metabolism</td>
<td>21</td>
<td>57.14%</td>
<td>71</td>
</tr>
<tr>
<td>Glycerophospholipid metabolism</td>
<td>92</td>
<td>27.17%</td>
<td>39</td>
</tr>
<tr>
<td>Glycine, serine, alanine and threonine metabolism</td>
<td>57</td>
<td>49.12%</td>
<td>54</td>
</tr>
<tr>
<td>Glycolysis/gluconeogenesis</td>
<td>56</td>
<td>44.64%</td>
<td>64</td>
</tr>
<tr>
<td>Glycosphingolipid metabolism</td>
<td>22</td>
<td>4.55%</td>
<td>72</td>
</tr>
<tr>
<td>Glyoxylate and dicarboxylate metabolism</td>
<td>24</td>
<td>62.50%</td>
<td>75</td>
</tr>
<tr>
<td>Heme degradation</td>
<td>7</td>
<td>42.86%</td>
<td>71</td>
</tr>
<tr>
<td>Heme synthesis</td>
<td>16</td>
<td>50.00%</td>
<td>62</td>
</tr>
<tr>
<td>Heparan sulfate degradation</td>
<td>29</td>
<td>3.45%</td>
<td>55</td>
</tr>
<tr>
<td>Histidine metabolism</td>
<td>22</td>
<td>31.82%</td>
<td>36</td>
</tr>
<tr>
<td>Hyaluronan metabolism</td>
<td>7</td>
<td>14.29%</td>
<td>28</td>
</tr>
<tr>
<td>Pathway</td>
<td>Count</td>
<td>Percentage by KEGG</td>
<td>Percentage by WikiPathways</td>
</tr>
<tr>
<td>------------------------------------------------</td>
<td>-------</td>
<td>---------------------</td>
<td>---------------------------</td>
</tr>
<tr>
<td>Inositol phosphate metabolism</td>
<td>45</td>
<td>15.56%</td>
<td>20.00%</td>
</tr>
<tr>
<td>Keratan sulfate degradation</td>
<td>65</td>
<td>4.62%</td>
<td>43.08%</td>
</tr>
<tr>
<td>Keratan sulfate synthesis</td>
<td>63</td>
<td>0.00%</td>
<td>88.89%</td>
</tr>
<tr>
<td>Limonene and pinene degradation</td>
<td>16</td>
<td>37.50%</td>
<td>43.75%</td>
</tr>
<tr>
<td>Linoleate metabolism</td>
<td>24</td>
<td>29.17%</td>
<td>37.50%</td>
</tr>
<tr>
<td>Lipoate metabolism</td>
<td>5</td>
<td>80.00%</td>
<td>100.00%</td>
</tr>
<tr>
<td>Lysine metabolism</td>
<td>41</td>
<td>34.15%</td>
<td>36.59%</td>
</tr>
<tr>
<td>Methionine and cysteine metabolism</td>
<td>52</td>
<td>50.00%</td>
<td>55.77%</td>
</tr>
<tr>
<td>Miscellaneous</td>
<td>119</td>
<td>43.70%</td>
<td>79.83%</td>
</tr>
<tr>
<td>N-glycan degradation</td>
<td>19</td>
<td>15.79%</td>
<td>94.74%</td>
</tr>
<tr>
<td>N-glycan synthesis</td>
<td>104</td>
<td>4.81%</td>
<td>26.92%</td>
</tr>
<tr>
<td>NAD metabolism</td>
<td>30</td>
<td>30.00%</td>
<td>53.33%</td>
</tr>
<tr>
<td>Nucleotide interconversion</td>
<td>147</td>
<td>36.05%</td>
<td>45.58%</td>
</tr>
<tr>
<td>Nucleotide salvage pathway</td>
<td>4</td>
<td>75.00%</td>
<td>100.00%</td>
</tr>
<tr>
<td>Nucleotide sugar metabolism</td>
<td>9</td>
<td>22.22%</td>
<td>66.67%</td>
</tr>
<tr>
<td>O-glycan synthesis</td>
<td>11</td>
<td>0.00%</td>
<td>72.73%</td>
</tr>
<tr>
<td>Oxidative phosphorylation</td>
<td>18</td>
<td>44.44%</td>
<td>50.00%</td>
</tr>
<tr>
<td>Pentose phosphate pathway</td>
<td>43</td>
<td>37.21%</td>
<td>39.53%</td>
</tr>
<tr>
<td>Phenylalanine metabolism</td>
<td>18</td>
<td>66.67%</td>
<td>83.33%</td>
</tr>
<tr>
<td>Phosphatidylinositol phosphate metabolism</td>
<td>54</td>
<td>14.81%</td>
<td>35.19%</td>
</tr>
<tr>
<td>Propanoate metabolism</td>
<td>23</td>
<td>56.52%</td>
<td>91.30%</td>
</tr>
<tr>
<td>Purine catabolism</td>
<td>54</td>
<td>59.26%</td>
<td>75.93%</td>
</tr>
<tr>
<td>Purine synthesis</td>
<td>22</td>
<td>40.91%</td>
<td>50.00%</td>
</tr>
<tr>
<td>Pyrimidine catabolism</td>
<td>42</td>
<td>50.00%</td>
<td>66.67%</td>
</tr>
<tr>
<td>Pyrimidine synthesis</td>
<td>31</td>
<td>45.16%</td>
<td>48.39%</td>
</tr>
<tr>
<td>Pyruvate metabolism</td>
<td>36</td>
<td>33.33%</td>
<td>38.89%</td>
</tr>
<tr>
<td>Pathway</td>
<td>Recovery</td>
<td>Annotation</td>
<td>NER</td>
</tr>
<tr>
<td>---------------------------------------------</td>
<td>----------</td>
<td>------------</td>
<td>---------</td>
</tr>
<tr>
<td>R group synthesis</td>
<td>45</td>
<td>4.44%</td>
<td>86.67%</td>
</tr>
<tr>
<td>ROS detoxification</td>
<td>12</td>
<td>100.00%</td>
<td>100.00%</td>
</tr>
<tr>
<td>Selenoamino acid metabolism</td>
<td>27</td>
<td>59.26%</td>
<td>70.37%</td>
</tr>
<tr>
<td>Sphingolipid metabolism</td>
<td>87</td>
<td>16.09%</td>
<td>93.10%</td>
</tr>
<tr>
<td>Squalene and cholesterol synthesis</td>
<td>11</td>
<td>36.36%</td>
<td>63.64%</td>
</tr>
<tr>
<td>Starch and sucrose metabolism</td>
<td>36</td>
<td>27.78%</td>
<td>75.00%</td>
</tr>
<tr>
<td>Steroid metabolism</td>
<td>69</td>
<td>60.87%</td>
<td>66.67%</td>
</tr>
<tr>
<td>Stilbene, coumarine and lignin synthesis</td>
<td>4</td>
<td>75.00%</td>
<td>75.00%</td>
</tr>
<tr>
<td>Taurine and hypotaurine metabolism</td>
<td>11</td>
<td>45.45%</td>
<td>63.64%</td>
</tr>
<tr>
<td>Tetrahydrobiopterin metabolism</td>
<td>27</td>
<td>40.74%</td>
<td>62.96%</td>
</tr>
<tr>
<td>Thiamine metabolism</td>
<td>9</td>
<td>44.44%</td>
<td>88.89%</td>
</tr>
<tr>
<td>Transport, endoplasmic reticular</td>
<td>158</td>
<td>30.38%</td>
<td>62.66%</td>
</tr>
<tr>
<td>Transport, extracellular</td>
<td>561</td>
<td>45.10%</td>
<td>67.38%</td>
</tr>
<tr>
<td>Transport, golgi apparatus</td>
<td>83</td>
<td>15.66%</td>
<td>78.31%</td>
</tr>
<tr>
<td>Transport, lysosomal</td>
<td>105</td>
<td>50.48%</td>
<td>61.90%</td>
</tr>
<tr>
<td>Transport, mitochondrial</td>
<td>216</td>
<td>50.46%</td>
<td>54.17%</td>
</tr>
<tr>
<td>Transport, nuclear</td>
<td>65</td>
<td>32.31%</td>
<td>67.69%</td>
</tr>
<tr>
<td>Transport, peroxisomal</td>
<td>110</td>
<td>28.18%</td>
<td>47.27%</td>
</tr>
<tr>
<td>Triacylglycerol synthesis</td>
<td>18</td>
<td>11.11%</td>
<td>55.56%</td>
</tr>
<tr>
<td>Tryptophan metabolism</td>
<td>68</td>
<td>33.82%</td>
<td>44.12%</td>
</tr>
<tr>
<td>Tyrosine metabolism</td>
<td>106</td>
<td>38.68%</td>
<td>67.92%</td>
</tr>
<tr>
<td>Ubiquinone synthesis</td>
<td>23</td>
<td>30.43%</td>
<td>73.91%</td>
</tr>
<tr>
<td>Unassigned</td>
<td>176</td>
<td>27.27%</td>
<td>38.64%</td>
</tr>
<tr>
<td>Urea cycle</td>
<td>80</td>
<td>32.50%</td>
<td>41.25%</td>
</tr>
<tr>
<td>Valine, leucine, and isoleucine metabolism</td>
<td>48</td>
<td>41.67%</td>
<td>87.50%</td>
</tr>
<tr>
<td>Vitamin A metabolism</td>
<td>53</td>
<td>37.74%</td>
<td>96.23%</td>
</tr>
<tr>
<td>Metabolism</td>
<td>Count</td>
<td>Complete (%)</td>
<td>Partial (%)</td>
</tr>
<tr>
<td>----------------------------------</td>
<td>-------</td>
<td>--------------</td>
<td>-------------</td>
</tr>
<tr>
<td>Vitamin B12 metabolism</td>
<td>8</td>
<td>75.00%</td>
<td>100.00%</td>
</tr>
<tr>
<td>Vitamin B2 metabolism</td>
<td>11</td>
<td>63.64%</td>
<td>100.00%</td>
</tr>
<tr>
<td>Vitamin B6 metabolism</td>
<td>10</td>
<td>60.00%</td>
<td>100.00%</td>
</tr>
<tr>
<td>Vitamin C metabolism</td>
<td>22</td>
<td>50.00%</td>
<td>95.45%</td>
</tr>
<tr>
<td>Vitamin D metabolism</td>
<td>29</td>
<td>34.48%</td>
<td>93.10%</td>
</tr>
<tr>
<td>Vitamin E metabolism</td>
<td>31</td>
<td>35.48%</td>
<td>100.00%</td>
</tr>
<tr>
<td>Xenobiotics metabolism</td>
<td>34</td>
<td>32.35%</td>
<td>55.88%</td>
</tr>
<tr>
<td>beta-Alanine metabolism</td>
<td>22</td>
<td>50.00%</td>
<td>63.64%</td>
</tr>
</tbody>
</table>
# Appendix B

## Acronyms

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>BioNLP-ST</td>
<td>BioNLP Shared Tasks</td>
</tr>
<tr>
<td>BMDB</td>
<td>BioModels Database</td>
</tr>
<tr>
<td>CALBC</td>
<td>Collaborative Annotation of a Large Biomedical Corpus</td>
</tr>
<tr>
<td>CPI</td>
<td>Chemical-protein interaction</td>
</tr>
<tr>
<td>CRAFT</td>
<td>Colorado Richly Annotated Full Text Corpus</td>
</tr>
<tr>
<td>CO2</td>
<td>Co-occurrence</td>
</tr>
<tr>
<td>CO3</td>
<td>Tri-occurrence</td>
</tr>
<tr>
<td>CRF</td>
<td>Conditional Random Fields</td>
</tr>
<tr>
<td>ECO</td>
<td>Evidence Code Ontology</td>
</tr>
<tr>
<td>EE</td>
<td>Event extraction</td>
</tr>
<tr>
<td>EGF</td>
<td>Epidermal growth factor</td>
</tr>
<tr>
<td>EGFR</td>
<td>Epidermal growth factor receptor</td>
</tr>
<tr>
<td>EM</td>
<td>Entity mention</td>
</tr>
<tr>
<td>EN</td>
<td>Entity normalisation</td>
</tr>
<tr>
<td>FN</td>
<td>False negative</td>
</tr>
<tr>
<td>FP</td>
<td>False positive</td>
</tr>
<tr>
<td>GO</td>
<td>Gene Ontology</td>
</tr>
<tr>
<td>GSC</td>
<td>Gold standard corpus</td>
</tr>
<tr>
<td>NER</td>
<td>Named entity recognition</td>
</tr>
<tr>
<td>HMR</td>
<td>Hypothetical molecular relation</td>
</tr>
<tr>
<td>HMM</td>
<td>Hidden Markov Model</td>
</tr>
<tr>
<td>IE</td>
<td>Information extraction</td>
</tr>
<tr>
<td>IR</td>
<td>Information retrieval</td>
</tr>
<tr>
<td>Acronym</td>
<td>Definition</td>
</tr>
<tr>
<td>---------</td>
<td>------------</td>
</tr>
<tr>
<td>IUPAC</td>
<td>International Union of Pure and Applied Chemistry</td>
</tr>
<tr>
<td>JSON</td>
<td>JavaScript Object Notation</td>
</tr>
<tr>
<td>MEMM</td>
<td>Maximum Entropy Markov Model</td>
</tr>
<tr>
<td>MI</td>
<td>Molecular interaction</td>
</tr>
<tr>
<td>ML</td>
<td>Machine learning</td>
</tr>
<tr>
<td>NLP</td>
<td>Natural language processing</td>
</tr>
<tr>
<td>NP</td>
<td>Noun phrase</td>
</tr>
<tr>
<td>PGN</td>
<td>Protein or gene names</td>
</tr>
<tr>
<td>PPI</td>
<td>Protein-protein interaction</td>
</tr>
<tr>
<td>SBML</td>
<td>Systems Biology Markup Language</td>
</tr>
<tr>
<td>SH</td>
<td>Src homology</td>
</tr>
<tr>
<td>SP</td>
<td>SwissProt</td>
</tr>
<tr>
<td>SSC</td>
<td>Silver Standard Corpora</td>
</tr>
<tr>
<td>SVM</td>
<td>Support Vector Machine</td>
</tr>
<tr>
<td>SynP</td>
<td>Syntactic pattern</td>
</tr>
<tr>
<td>TM</td>
<td>Text mining</td>
</tr>
<tr>
<td>UMLS</td>
<td>Unified Medical Language System</td>
</tr>
<tr>
<td>VP</td>
<td>Verb phrase</td>
</tr>
</tbody>
</table>
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