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Abstract

Modelling at the Mesoscale: a Novel Approach to
Protein-Protein Interaction and Multicomplex Formation.

Baldi Bendetta Frida

The Post-Synaptic Density (PSD) is a proteinaceous organelle present on the membrane of

excitatory spines that is at the core of signal processing in neuronal transmission. The major

components of the PSD have been identified as well as its layered organisation, but so far there

were no successful functional reconstruction.

A new methodology has been developed in order to study the PSD assembly formation,

in which protein-protein interactions are studied with a level of detail that is between an

all-atom representation of a protein and a primitive geometry representation. The proposed

method takes advantage of the computer animation software Maya, to create a coarse grained

representation of the protein surfaces starting from their PDB file structure. Subsequently

Unity, a game engine, is used to simulate diffusion and reaction of the protein models in the

simulation environment, using the developed Unity extension T.A.R.S.I.D. T.A.R.S.I.D utilises

an agent-based, event driven approach to encode the protein behaviour inside a simulator

container of virtually any geometry. Diffusion in 2/3D was implemented as mass driven, with

explicit calculations of translation and rotation, and the 2D diffusion was implemented to be

independent of the shape of the container, its concave nature, and its tessellation. The protein

binding strategy was implemented based on collision theory. The method was fully validated

for the 2D and 3D diffusion and for complex formation, and applied to the study of the PSD

assembly formation.

The model reproduced experimental evidence and showed that a PSD-like structure is an

emerging property of the protein geometries and their binding network. Moreover, the model

helped gaining new insights into the structural importance of key components of the PSD such

as Homer, Shank3 and PSD-95.
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Chapter 1. Introduction

For some people, small, beautiful

events are what life is all about.

The Doctor

Doctor Who

From before we are born our brain has quite remarkable abilities; it reacts to the physical

environment and it is continually changed by our experiences. The brain not only

responds to the changes in our environment, but it also records them while creating

memories. However, memories are more than a mere collections of events. Memories are

used to solve problems. They are mandatory for a functional language. As the Nobel

prize laureate in physiology and medicine in 2000, Eric Kandel, said “ Memory is the

glue that binds our life together, it allows you to have continuity in your life”. In order

to understand how memory works it is essential to understand how the brain functions.

The brain is probably the last big frontier in mammalian physiology, one of the last big

mysteries to solve.

In the XIX century, it was still debated whether the cell theory applied to the nervous

system or if every cell in our brain was connected like a fish net. The first descriptions of

nerve cells are attributed to Christian Gottfried Ehrenberg (Ehrenberg, 1836) who, in

1836, studied the nervous system of a leech, and to Purkinje (Purkinje, 1837) who, in

1837, described large cells in a mammalian cerebellum, that nowadays are known by his

name (Figure 1.1 C). One of his students, Valentin, was supposedly the first to publish a

drawing with details of the nucleus and nucleolus of a nerve cell (Figure 1.1 A). The first

complete image of a neuron with details of axons and dendrites is attributed to Deiters,

in posthumous publication from 1865 (Deiters and Schultze, 1865) (Figure 1.1 B).

Another milestone for neuroscience is the work of Camillo Golgi with his histological

method of staining that revolutionised the study of the nervous system, called the silver-

chromate technique (Golgi, 1891). Firstly, the brain tissue was fixed with a mixture of

potassium bichromate and osmic acid for several days, then stained through immersion

in a silver nitrate solution. The stain created the now famous black reaction in which

a black precipitate of silver chromate is produced, making nerve cells detectable under

a microscope. Between the years 1883 and 1886, Golgi published a series of works in

which he proposed that nerve cells are fused by the terminal arborization much like

the intricate net of blood vessels and capillaries, a theory called rete nervosa diffusa or

3



Chapter 1. Introduction

Figure 1.1: First illustrations of nerve cells: (A) First drawing of a nerve cell from the human
cerebellum with details on nucleus and nucleolus by Valentin in 1836. (B) Detailed drawing of
a spinal cord nerve cell by Deiteres from 1865 showing the nucleus and the cell body as well
as axons and dendrites (Deiters and Schultze, 1865). (C ) Drawing of neuronal cells from the
cerebellum by Purkinje for the Congress of Physician and Scientists Conference in Prague 1837
(Purkinje, 1837).
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Chapter 1. Introduction

reticular theory (Golgi, 1883; Golgi, 1885).

In 1888, just few years after these publications, Santiago Ramon y Cajal reported a

complete opposite observation. Using the double impregnation technique that resulted

from the improvement of Golgi’s staining, he observed discontinuity between nerve cells,

reported as empty space between the digitiform arborization of the dendrites and axonic

fibres (Cajal, 1889). He also majorly contributed to the validation of the neuron theory,

stating that the nerve cells are independent elements, never anastomoses (unlike in the

reticular theory) and that the nervous propagation is allowed by contacts at the level of

specific apparatuses (Cajal, 1889).

A convinced defender of the neuron theory was Wilhelm von Waldeyer that coined

the term neuron to define a nerve cell. In his work from 1891, Waldeyer stated: “ The

nervous system is constituted by numerous nervous units (neurons) without anatomical

or genetic connection. Each nervous unit comprise of three parts: the nerve cell, the

nerve fibre and the terminal arborization.” (Waldeyer-Hartz, 1891).

The subsequent year, Cajal made another crucial discovery in the history of neu-

roscience, known as the law of dynamic polarisation, in which he proposed that the

information was carried between neurons like in an electrical circuit from the dendrites

to the soma and from there to the axons (Cajal, 1892).

Due to the very limited power of the optic microscope, it was impossible to actually

see the contacts between neurons but in 1897 the concept of synapses emerged in a

chapter of the Textbook of Physiology written by Charles Scott Sherrington (Foster, 1897):

“So far as our present knowledge goes, we are led to think that the tip of a

twig of the arborescence is not continuous with but merely in contact with the

substance of the dendrite or cell-body on which it impinges. Such a special

connection of one nerve cell with another might be called a synapse. The lack

of continuity between the material of the arborization of one cell and that of

the dendrite (or body) of the other offers the opportunity for some change in

the nature of the nervous impulse as it passes from one cell to the other.”

The definitive confirmation of the concept of synapses and therefore of the neuron

theory came in the mid–1950s with the advent of electron microscopy. In 1954, a

group formed by Sanford Louis Palay and George Emil Palade, and in 1955 by Eduardo

De Robertis and Henry Stanley Bennet published electron microscopy images that

5



Chapter 1. Introduction

demonstrated the individuality of neurons and the synaptic discontinuity (Palade, 1954;

De Robertis and Bennet, 1955).

They described a local swelling of the neuronal membrane at the synaptic level, an

accumulation of small vesicles close to the broadening of the presynaptic element of 20–60

nm in diameter, and 20 nm of extracellular space between the two swollen membrane

(figure 1.2).

Figure 1.2: First electron micrograph of an axo-somatic synapse: the image shows a synapse
from the anterior horn of the human spinal cord. Labeled as a) is the axon which constitutes
the presynaptic element with the characteristic vesicles near the presynaptic membrane and
some in contact with it. Labeled as b) is the postsynaptic element. The arrows point to a clear
synaptic space between the two elements.

6
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1.1 Hippocampus: a special place for our memories

Although techniques including imaging and electrophysiology highly improved since

1955, the specific functions of dendritic spines are still elusive, especially regarding their

plasticity. It has been proposed that dendritic spine changes are associated with learning

and memory storage, highlighting the importance of fully understanding their functions.

The first theory on how neurons adapt during learning was formulated by Donald

Olding Hebb in 1949 (Hebb, 1949). He suggested that “When an axon of cell A is near

enough to excite cell B and repeatedly or persistently takes part in firing it, some growth

process or metabolic change takes place in one or both cells such that A’s efficiency, as

one of the cells firing B, is increased”

The Hebb theory proved to be quite difficult to verify with experimental evidence,

mostly due to the lack of good experimental models. Studies with patients with damage

to the medial temporal lobes helped to categorise memory into two distinct systems:

procedural and declarative (Scoville and Milner, 1957; Squire, 1992; Schacter and Tulving,

1994). Procedural (or implicit) memory is the memory associated with perceptual and

motor skills, while declarative (or explicit) memory is the memory for facts, events, places

and people which is particularly linked to the hippocampus and the medial temporal

lobe.

Procedural memory is a type of memory that is shared even with invertebrates and

insects, which are intrinsically simpler systems. Basic reflexes like the gill-withdrawal of

Aplysia (Kandel and Tauc, 1963) or the escape reflex of Tritonia (Willows and Hoyle,

1969) fall into the category of procedural memory.

Even though these findings helped to link specific types of memory with anatomical

regions of the brain, they did not provide any inside at a cellular level. The next step for

understanding the biology of memory was made in 1971 when O’Keefe and Dostrovsky

published their findings on single unit recordings firing in the hippocampus of awake and

freely moving rats (O’Keefe and Dostrovsky, 1971).

The study revealed that some hippocampal neurons register information about the

animal environment based on sensory inputs. These cells were called place cells and they

selectively fired when the animal entered a specific area of its surrounding. It was later

postulated that these hippocampal cells make a cognitive map of the environment that

animals use for navigation purposes (O’Keefe and Nadel, 1978).
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Since then, the study of memory has been closely linked to the investigation of

mammalian hippocampus in animals performing different navigation or place recognition

tasks. One example of these experiments is the Morris water maze, in which animals

need to find a platform hidden below the water surface using only visual clues (Morris

et al., 1986). Interestingly, a recent work using structural MRI technique confirmed the

importance of the hippocampus for place memory in humans (Maguire et al., 2000). In

this study MRI scans from 16 licensed London taxi drivers, who underwent extensive

training (roughly 2 years) and examinations for their licence, were compared to a control

group. The scan of the subjects showed a significant increase in size of the posterior

hippocampus compared to control subjects. This study confirmed not only that the

hippocampal area stores a spatial representation of the environment, but also suggested

that the adult brain possesses the necessary plasticity to accommodate a large amount

of new information.

1.2 Anatomy of a dendritic spine

It is estimated that the human brain contains about 86 billions of neurons (Herculano-

Houzel, 2012). On the most principal neurons1, little protrusions known as dendritic

spines populate the dendritic arborization. As previously mentioned, dendritic spines are

the receiving end of individual synapses, and they play a key role in the processing of the

synaptic information. In the hippocampus, dendritic spines are predominantly excitatory

(Megias et al., 2001) and mostly contacted by a single presynaptic bouton, a specialised

structure at the end of an axonic terminal (Andersen, 1990). The estimated density of

dendritic spines varies from 2 to 4 per µm of dendrites from hippocampal granule cells

(Trommald and Hulleberg, 1997) and CA1 pyramidal cells (Harris and Stevens, 1989;

Harris et al., 1992; Goldman-Rakic et al., 1989). The spines are localised throughout the

dendrites but their specific spatial distribution seems to play a role in the transmission

efficacy of the information to the cell body, the soma (Whitford et al., 2002).

The information is passed to a dendritic spine in the form of a neurotransmitter

release. When an action potential reaches the presynaptic bouton it triggers the fusion

of vesicles containing neurotransmitters with the presynaptic membrane (figure 1.3).

1including the pyramidal neurons of the neocortex, the medium spiny neurons of the striatum, and
the Purkinje cells of the cerebellum.
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The neurotransmitters are then released into the synaptic cleft. The diffusing molecules

of neurotransmitter reach the ligand gated ion channels expressed in the postsynaptic

membrane and activate them. Subsequently, an ion influx through the channels triggers

two major events: activation of specific signalling pathways and depolarisation of the

postsynaptic membrane. After the neurotransmitters dissociate from the channels various

re-uptake mechanisms recycle the neurotransmitters back into the presynaptic site.

NT

Vesicle

Pump for re-uptake

NT

Depolarisation

AXONIC TERMINAL

Postsynaptic site

Presynaptic site

DENDRITIC TERMINAL

}
Synaptic

cleft

Ligand-gated
 ion channels

Ions

Figure 1.3: Schematic representation of the key steps of synaptic transmission: upon depo-
larisation caused by an action potential running across the axonic terminal of a neuron, the
vesicles in which the neurotransmitters are stored fuse with the presynaptic membrane. The
neurotransmitters (NTs) are then released into the synaptic cleft in which they get in contact
with the extracellular domain of the ligand-gated ion channels present on the postsynaptic
site. Upon binding of the NTs, the channels are activated and ions enter the postsynaptic site,
triggering signalling pathways and the depolarisation of the membrane. The NTs are then
recycled into the presynaptic site.

9



Chapter 1. Introduction

Dendritic spines have different shapes and sizes (figure 1.4). The most common

mature spines are the mushroom spines (figure 1.4 b), in which a thin neck is surmounted

by a head of about 0.6 microns in diameter (Harris et al., 1992). Other spines show

a stubby protrusion from the neck and multiple synapses. The larger the spine, the

bigger the protein apparatus for signal transmission known as the Post-Synaptic Density

(PSD) will be. Having bigger PSDs increase not only the amount of proteins present in it

therefore increasing the strength of processed signals, but also their interactions resulting

in a more complex assembly. For excitatory glutamatergic synapses commonly found

in the hippocampus, larger spines contain a higher number of glutamate receptors, the

alpha-amino–3-hydroxy–5-methyl–4-isoxazolepropionic acid receptor AMPAR and the

N-methyl-D-aspartate receptor NMDAR. More receptors on the membrane translate into

a stronger response to glutamate stimuli, resulting in various effects from a higher amount

of intracellular calcium, to a different regulation of protein translation and degradation.

The accepted theory behind this morphological variability is that smaller spines, as in

case of stubby spines, are more prone to changes and are therefore implicated in the

process of learning. On the other hand, bigger spines such as the mushroom type, are

in a more advanced state of maturation and are implicated in the process of memory

(Bourne and Harris, 2007).

The morphological changes of dendritic spines are referred to as structural plasticity

which is branch of the more generic term synaptic plasticity. The first documented

observation of synaptic plasticity was made in 1966 and in 1973 by Lomo and Bliss

(Andersen et al., 1966; Bliss and Lomo, 1973). Upon high frequency stimulation of

the perforant path input of the hippocampus2, the stimulated synapses displayed an

increase in strength. This phenomenon is known as long term potentiation or LTP. It

was more than ten years later, thanks to the work of Wingstrom and collegues, that LTP

was associated to Hebb’s theory (see section 1.1) due to the postulated properties of

associability and specificity. In particular they demonstrated that only synapses that are

in an active state when the postsynaptic cell is strongly depolarised were potentiated,

while neighbouring inactive synapses were not (Wigstrom et al., 1986). Hebbian LTP

also showed cooperativity since multiple inputs must be activated in order to produce

a sufficient depolarisation in the postsynaptic site to induce LTP. This implies that

2The perforant path input of the hippocampus is a connectional route from the entorhinal cortex to
all fields of the hippocampal formation, dentate gyrus, CA and subiculum.
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Figure 1.4: Variability in shape and size of dendritic spines: a 3D reconstruction of a
hippocampal dendrite (light grey) showing spines of different shapes and sizes including
mushroom (blue), thin (red), stubby (green) and branched (yellow). The PSDs are depicted
in red and also show different shapes and sizes. To illustrate the relationship between the
reconstructed 3D image and the EM image stacks, for each highlighted spine, an EM image
was chosen and colour coded accordingly. (B) Example of a mushroom shaped spine (blue), in
which the head diameter exceeds of 0.6 microns the neck. ( C ) Example of a thin spine (red),
with a small head and narrow neck. (D) Example of a stubby spine (green) with a similar head
and neck diameter. (E) Example of a branched spine (yellow) in which a single spine divided in
two branches each of which developed into a thin spine. Scale bar set to 0.5 µm and the arrows
pinpoint where the head and neck diameters were measured for each spine. Image adapted
from (Bourne and Harris, 2008a)
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coordinated group of synapses contribute together to the firing of the postsynaptic

neuron, increasing its strength.

The explanation of most of these features can be linked to the behaviour of NMDA

receptors that are present on the postsynaptic site. Unlike most neurotransmitter

receptors that activate solely by binding their associated neurotransmitter, the NMDAR

is also sensitive to membrane potential. At resting conditions, even when glutamate is

bound to the receptor, a magnesium ion blocks the channel pore, preventing the influx of

calcium. However, when the postsynaptic membrane is depolarised, the magnesium block

is released and calcium can flow through the channel (Banke and Traynelis, 2003). Since

NDMAR activation requires both, glutamate and depolarisation of the postsynaptic

membrane, LTP can only occur in synapses where the presynaptic neuron was already

active (associativity) and on a postsynaptic neuron that was already depolarised at or

near the time of the transmitter release (cooperativity).

Upon NMDAR receptor activation, the calcium signal activates a wide range of

signalling pathways including the calcium buffering protein calmodulin, the calcium

/calmodulin-dependent protein kinase II (CaMKII), cyclic adenosine monophosphate-

dependent protein kinase (PKA), and the MAP kinase cascade (Kennedy et al., 2005).

Each of these proteins is implicated in the induction of LTP. The activation of Calmodulin

by calcium is required for the activation of CaMKII. CaMKII, once active, promotes the

phosphorylation of AMPAR, which increases the channel conductance, and also promotes

insertion of new AMPAR into the membrane. Both processes lead to an increase of the

strength of the synapse. The number of AMPA receptors present in the postsynaptic

membrane correlates with size and the maturity of the synapse, determining the relative

strength of the synaptic response to glutamate stimulation (Bourne and Harris, 2008b).

On the opposite spectrum of synaptic plasticity, there is the long term depression, LTD

which also require NMDAR activation and calcium pathways (Mulkey and Malenka,

1992). This bidirectional control of synaptic strength supports the idea that memories

are encoded in the distribution of synaptic weights in neural circuits, and not simply by

LTP mechanisms.

Many other types of synaptic plasticity have been discovered in recent years, some of

which are NMDAR independent, like the metabotropic glutamate receptor dependent

LTD, and the endocannabinoid mediated LTD (Citri and Malenka, 2008). All these forms

of plasticity, apart from presynaptic LTP, share the same basic principle: membrane
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receptors capture the signal from the presynaptic site triggering second messengers. A

protein that responds to the second messenger will then activate other proteins in a

cascade of interactions. In order for the second messenger and responsive proteins to

be activated they need to be colocalised in the same microdomain of their respective

activators.

There are three factors that affect the colocalisation of second messengers and their

effectors: the amplitude of the signal, the duration of the increase in the messenger

concentration, and the relative position of the messenger and its effector. Therefore,

in order to better understand how synaptic plasticity functions and how it is linked to

memory and learning, it is necessary to determine how second messengers and their

effectors are localised in the postsynaptic site with respect to membrane receptors. In

order to achieve this, it is necessary to create an accurate structural model of the area

located underneath the membrane receptors.

1.3 The Post Synaptic Density: the functional core

of a dendritic spine

In excitatory synapses, response and transduction of neurotransmitter signals takes

place at the level of the postsynaptic density, PSD, a functional specialisation of the

postsynaptic membrane and the adjacent cytoplasmic compartment. The PSD was

firstly observed by Gray in 1959 as a fuzzy electron-dense thickening in an electron

micrograph. It was only in 1980 that the first PSDs were isolated and measured as

disk-like structures of 20–30 nm in diameter (Carlin et al., 1980). The PSD could be

described as proteinaceous organelle attached to the postsynaptic membrane and held in

place by actin filaments coming from the cytosol of the dendritic spine (Sheng and Kim,

2000). A typical PSD covers the tip of a dendritic spine directly opposite the release

site of neurotransmitters. A typical spine has a circular shape but, especially for large

spines, the PSD can often be irregular and discontinuos (perforated PSD) (Spacek and

Hartmann, 1983). PSDs are heterogeneous in size: their diameter can range from 200 to

800 nm with a mean value of 300–400 nm and a thickness from 30 to 60 nm (Chen et al.,

2008b; Bourne and Harris, 2008a; Dosemeci et al., 2000). The PSD contains the glutamate

receptors and their associated signalling molecules as well scaffolding proteins. The PSD
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size correlates with the size of the spine in which it is located and with the abundance

of glutamate receptors, another evidence that bigger synapses are also stronger (Kasai

et al., 2010).

The starting point in understanding the PSD assembly was to establish its protein

composition. Estimations of the PSD mass was made by Chen and colleagues in 2005,

using scanning transmission electron microscopy (STEM) images from purified and

freeze-dried PSDs. They revealed that the molecular mass of an average PSD is about 1

GDa (Chen et al., 2005). The first proteins isolated from the PSDs were identified by

SDS-PAGE of purified PSD as CaMKII and the membrane associated guanylate kinase

MAGUK protein PSD–95 (Banker et al., 1974; Kennedy et al., 1983; Cho et al., 1992).

A fruitful approach to identify PSD proteins were yeast two-hybrid screens using known

postsynaptic proteins as bait. Yeast two-hybrid screens with cytoplasmic tails of NMDA

receptors and potassium channels revealed that these membrane proteins bind directly

to proteins of the PSD–95 family (Kim et al., 1995a; Niethammer et al., 1996). Another

technique used to identity PSD components is the tandem affinity purification or TAP

which involves the creations of a fusion protein with a tag. The tag is used to separate

the fusion protein, and everything that is bound to it, through affinity selection (Rigaut

et al., 1999). When this technique was used on PSD–95 a multiprotein complex was

recovered containing 118 proteins including glutamate receptors, potassium channels,

scaffolding as well as signalling proteins (Fernández et al., 2009).

In recent years, with the advancements of mass spectrometry and peptide finger-

printing, precise identification of the PSD composition became possible (Walikonis et al.,

2000). A recent experiment carried out by the group of Seth Grant with human neocortex

tissue, identified an astonishing number of 1461 different proteins in the PSD using

peptide fingerprinting techniques (Bayes et al., 2010).

Various experimental approaches and PSD purification protocols showed very different

results in the composition of the PSD assembly (Chen et al., 2005; Cheng et al., 2006;

Chang et al., 2007). Despite this diversity, a set of more than 400 proteins was found to be

common to all the experiments (Collins et al., 2006). It is possible that this list of common

proteins contains some false positives due to impurity of the PSD preparations, such

as contamination by mitochondrial proteins and material from other organelles (Sheng

and Kim, 2011). Conversely, mass spectrometry approaches may have missed true PSD

proteins that are present at low concentrations or are loosely associated with other PSD
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components. Membrane receptors and ion channels, protein kinases and phosphatases

involved in signal transmission, as well as scaffolding and anchoring proteins are highly

represented in the PSD proteome. Mass spectrometry analysis of proteins associated

with NMDAR and PSD–95 led to the identification of two sets of respectively 77 and

288 proteins which are largely overlapping and likely to be at the core of the PSD (Husi

et al., 2000; Dosemeci et al., 2007). Quantitative mass spectrometry and imaging methods

allowed the measurement of absolute concentration of PSD components (figure 1.5).

Kinases and phosphatases are highly localised in the PSD constituting 11% of the purified

fraction. Two other major PSD fractions are cytoskeleton and scaffolding proteins that

account for 12% and 6% respectively (Peng et al., 2004). For an average PSD, the most

expressed proteins in terms of copy numbers are CaMKII (∼5600 subunit resulting in

approximately ∼466 holoenzymes), and MAGUK proteins (PSD–95, PSD–93, SAP97

and SAP102 with ∼400 copies, 300 of which are PSD–95 alone) (figure 1.5, panel B).

SynGAP, a Ras GTPase-activating protein that binds PSD–95 is also highly represented

with ∼360 instances in a medium PSD. Regarding scaffolding proteins other than the

MAGUK family, the family of GKAP/SAPAP proteins and Shank/ProSAP are the most

prevalent in the PSD with around 150 copies per family (Peng et al., 2004; Sugiyama

et al., 2005; Cheng, 2006). It has to be noted that the protein composition of the PSD

varies between different brain regions (and probably between cell types) reflecting regional

variation in the molecular mechanisms underlying synaptic plasticity (Zhang et al., 1999;

Vullhorst et al., 2009).

Using electron microscopy techniques, it was possible to reveal the general three

dimensional organisation of the PSD from rats homogenised brain tissue (Petersen et al.,

2003). Granular particles of 5–13 nm in diameter and membrane patches of 50–100 nm in

diameter were found in the postsynaptic membrane. Furthermore, irregular protrusions

formed in large parts by CaMKII were found on the cytoplasmic side of the PSD. Several

studies found that proteins were not uniformly distributed in the PSD but particular

proteins were positioned in specific locations in the PSD (figure 1.6). PSD–95 molecules

were found close to the postsynaptic membrane surface, in agreement with the known

interactions between PSD–95 and membrane receptors. Proteins like SAPAP (also known

as GKAP), Shank and CaMKII were found located closer to the cytosol in an area about

24–26 nm away from the membrane (Valtschanoff and Weinberg, 2001; Petersen et al.,

2003; Rostaing et al., 2006; Dani et al., 2010).

15



Chapter 1. Introduction

A

B α + CaMKII β )

β

γ

Cytoskeleton-actin12%

11%

8%

7%

7%

6%

6%

6%

6%

5%

4%

4%

2%

5,600

400

360

150

150

100

80

60

60

60

40

30

20

20

20

Kinases/phosphatases and regulators

GTPases and regulators

Cell adhesion

Metabolism

Receptors and channels
Sca�olds

Translation

Mitochondria

Membrane tra�cking

Cytoskeleton-others
Motor proteins

Chaperones

CaMKII family (CaMKII

PSD-95 family (PSD-95 + PSD-93 + SAP97 + SAP102)

SynGAP

GKAP/SAPAP family (SAPAP1 + SAPAP2 + SAPAP3 + SAPAP4)

Shank/ProSAP family (Shank1 + Shank2 + Shank3)

Septin-7

IRSp53

Homer family (Homer1 + Homer2 + Homer3)

AMPA receptor subunits (GluR1 + GluR2 + GluR3)

NMDA receptor subunits (NR1 + NR2A + NR2B)

-Catenin

N-Cadherin

Metabotropic receptor subunits (mGluR1 and mGluR5)

AKAP79/150

PKC

Figure 1.5: Categorisation of proteins of the PSD of excitatory synapses: (A) Relative
percentage of proteins present in purified PSDs divided into functional categories. Proteins
with miscellaneous function cover the remaining 15%. (B) Copy number of selected proteins
in an average PSD, coloured by the protein function as in (A). Adapted from (Collins et al.,
2006).
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NMDA receptors appear to be located in the central area of the PSD while AMPA

receptors are more freely distributed. This is in agreement with the higher stability of

NMDAR compared to AMPAR: AMPAR are more mobile compared to NMDAR (higher

diffusion coefficients). Moreover AMPAR possess a higher exchange rate reflecting the

changes of AMPAR numbers in response to synaptic activity (Kharazia and Weinberg,

1997; Racca et al., 2001; Triller and Choquet, 2008).
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Figure 1.6: Schematic representation of the molecular interactions in the PSD assembly
in excitatory synapses: The major molecular components of the PSD are represented and
protein interactions are indicated as direct contact between the proteins. mGluR: metabotropic
Glutamate receptors; AChR: acetylcholine receptor.

The laminar nature of the PSD has been revealed in 2008 thanks to the work of Chen

and colleagues (Chen et al., 2008b; Chen et al., 2008a). In his study, Chen segmented

and analysed a part of the protein in PSDs of rat hippocampal neurons. He found that
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the juxtamembrane part of the assembly is composed of verticals molecules characterised

as PSD–95 bound to the membrane in an extended conformation and to NMDAR and

AMPAR cytoplasmic tails. Moreover, two different types of horizontal filaments were

found to be organised in two layers. The filaments were characterised by their size and

location in respect to the membrane. One pool was found closer to the membrane (10–20

nm) consisting of 20 nm long filaments with 4–5 nm in diameter (depicted in purple in

figure 1.7 H and I panel). A second pool of filaments lies further away at a distance

of 15–20 nm from the membrane. Those are 30–35 nm long and 5–6 nm in diameter

(depicted in white in figure 1.7 H and I panel).

The reconstruction also showed NMDAR and AMPAR cytoplasmic tails and extracellular

domains. The tails of both receptors are in contact with the vertical filaments of PSD–

95 with a stoichiometry of two PSD–95 per NMDAR tail and one per AMPAR. The

horizontal filaments were not definitively associated with any protein of the PSD but it is

easy to speculate that the shorter filaments (depicted in purple in figure 1.7) are possibly

formed by Shank and or SAPAP proteins and the the longer filaments by Homer, which

are all known to interact with each other and with PSD–95 (Kim et al., 1997; Naisbitt

et al., 1999).

The complete structure of the PSD is far more complex than presented in the work

of Chen, which was focused on the juxtamembrane part of the PSD. Dendritic spines are

particularly rich in actin, which is at the very core of the spine’s cytoskeleton (Fifková,

1985). A recent study using high resolution electron microscopy and metal shadowing

highlights the complexity of the actin network in dendritic spines (Alber et al., 2007)

but its functional organisation still remains unclear.

A lot of additional work still has to be done to gain a better understanding of the PSD

from a structural and functional perspective. A clear definition of the PSD components

and their respective interactions is a necessary step forward as well as a construction of

a more dynamic picture of its function. Complex systems like the PSD are unlikely to be

fully understood by experimental approaches only. Computational techniques can give

good insights into complex systems especially when simulating experiments that are still

not feasible to perform in the lab.
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Figure 1.7: Thee dimensional organisation of the PSD derived by EM tomography: (A) EM
image of an excitatory synapse of a hippocampal neuron. (B) A typical section of 200 nm in
thickness of a hippocampal neuron. (C ) A virtual section of 1.4 nm in thickness derived from
the reconstructed tomogram of the synapse shown in panel B. (D) Rendered view after the
segmentation of the tomogram; The vertical filaments in red are composed of PSD-95, which
are in contact with the postsynaptic membrane, represented in yellow. Other components of
the PSD were removed for the image for clarity. (E) Cytoplasmic view of the postsynaptic
membrane as in panel D. (F) Magnification of some of the membrane bound complexes found
at the postsynaptic membrane. The red vertical filaments are PSD-95 while the blue and green
are the AMPAR cytoplasmic tail and extracellular domain respectively. The membrane was
removed from the picture for clarity. (G) A second type of transmembrane complex, the light
blue and yellow ones are composed of NMDAR cytoplasmic tails and extracellular domains
respectively. (H) Cross section of the PSD reveal a complex laminar structure. The vertical
and transmembrane complexes are in contact with two different horizontal filaments rendered
in purple and white which show a slightly different distance from the membrane (10-20 nm for
the purple filaments and 15-20 nm for the white) and different length (20 nm purple, 30-35
nm white). (I) Schematic representation of the distribution and interactions of the different
structures. Adapted from (Chen et al., 2008b)
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1.4 Computational neurobiology

Neurons show a dualistic nature: electrical and biochemical deeply intertwined. Histori-

cally, computational neuroscience focused on the electrical behaviour of neurons, which

was more accessible to the experimental and computational technology available at the

time. The first milestone of computational neuroscience is the mathematical model made

by Alan L. Hodgkin and Andrew F. Huxley, that led to the cable theory (Hodgkin and

Huxley, 1952). The model based on the giant squid axon potential, approximated the

electrical behaviour of firing neurons with an electrical circuit, resulting in a surprisingly

accurate and quantitative description of the shape of axon potentials. The study of the

model made two important contributions: first it revealed that the current generated by

sodium and potassium ions is sufficient to generate an action potential; second, by the

subsequent confirmation with experimental single-channel recording, it showed that the

channel gating mechanisms predicted by the model were indeed correct.

Another major advancement based on the work of Hodgkin and Huxley was the

application of their cable equation to dendrites (Rall, 1959). Rall was the first to introduce

the spatial dimension to neuronal activity and showed that the neuronal membrane has

properties of low-pass filters (a filter that reduces the amplitude of high frequency signals

while leaving low frequencies untouched) and that the dendritic arborization strongly

affects the processing of the synaptic input (Rall, 1962). Such models of neuronal electrical

activity are very common in computational neuroscience, and even more surprisingly,

the cable equation is still widely used in its original form (Cannon and D’Alessandro,

2006; Rubin and Wechselberger, 2007).

Signalling pathways are not included in electrical models, but they are crucial for the

understanding of the functional aspects of synaptic plasticity. Models of synaptic plasticity

can be divided into two main categories: phenomenological models and mechanistic

models. Phenomenological models accurately describe the relationship between in vitro

neural activity and changes in the synaptic responses (Shouval et al., 2002; Song et al.,

2000; Morrison et al., 2008). These models are valuable for the investigation of changes

in the network involved in the plasticity process but lack a description of the underlying

mechanisms. Mechanistic models on the other hand, tend to focus on the role of calcium

in synaptic plasticity by combination of the more traditional models of electrical activity

with equations that describe the calcium dynamics (Holmes and Levy, 1990; Schiegg
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et al., 1995; Gamble and Koch, 1987). These models were crucial for the discovery that

the amplitude of calcium influx increases depending on the frequency of the stimulation

due to the voltage dependent activation of NMDA receptors. However, despite the

greater completeness of the mechanistic models, they still do not include all the signalling

pathways that influence synaptic plasticity.

The lack of an exhaustive model of synaptic plasticity reflects the complexity of

the topic and underlines the need for a systemic approach. Systems level modelling is

exceedingly difficult, mainly due to the amount of information required on the quantity

and subcellular location of the main protein components. Nonetheless, thanks to high-

throughput technology and new computational methods, integrative approaches are more

common and more successful.

1.4.1 A connected picture: modelling networks with graph the-

ory

With the advent of the genome era as well as proteomics, metabolomics and lipidomics,

more and more large scale datasets are becoming available. One approach to predict and

analyse relationships between genes, proteins or molecules is to use graph theory, the

study of the interconnectedness of related items. Graph theory was initiated by the work

of Leonhard Euler in 1736 (Euler, 1736) and subsequently by the developments of Paul

Erdös and Alfred Rényi on random graphs (Erdős and Rényi, 1959).

Instead of viewing reaction pathways as enzymes that require certain substrate to

form products, biochemical interactions can be abstracted as nodes and links forming a

graph (Eisenberg et al., 2000). Each node in the network represents a molecular species

and the link between species, an edge, represents the interaction between them.

The rationale behind this approach is, that the topology of a network alone can lead

to new insights on the function and malfunction of a system. Moreover, this approach

allows for predictions without any knowledge of the dynamics of the system itself.

A successful example of the graph theory approach was the study of the core metabolic

networks of 43 different organisms performed by Jeong and colleagues (Jeong et al.,

2000). The study showed that, in metabolic pathways, species do not connect uniformly

but that the connectivity follows a Poisson distribution. Moreover, they also show that

metabolic networks are scale-free, meaning that they are extremely heterogeneous with
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their topology being dominated by a few highly connected nodes. These properties

imply that only few proteins are highly connected and conserved during evolution,

and are therefore more likely to be essential to the functionality of the network. A

study of the phosphoprotein network in the synapse, which consisted of more than 1500

proteins, suggested that the network could be a starting point for linking molecules to

behaviours (Collins et al., 2005).

The analysis of network topology showed that several structural modules, or network

motifs, are commonly found in biological systems. Feedback loops and bow-tie motifs,

like the one depicted in figure 1.8 panel A, are common examples. The study of these

motifs may let us gain insight on the function of larger networks that are more difficult to

analyse (Wolf and Arkin, 2003). One limitation of such studies is that the topology alone

cannot capture important dynamics such as the time-dependent variation in membrane

potential or in protein phosphorylation, which are dependent on the synaptic inputs and

reaction kinetics.

1.4.2 A snapshot is not enough: modelling with the time vari-

able

The dynamic behaviour of a system, or its kinetics, is essential to determine and quantify

its output. Simple but efficient examples are positive and negative feedback loops (Figure

1.8 panel B). In a positive feedback loop in which protein A activates protein B and

protein B additionally activates A, the system often shows bistability: a system in which

two stable states can exist for the same input. For such a system, usually referred to

as a switch, a sufficiently high input can change the output from a low activation to a

high activation state, which is maintained even after the original input has been reduced.

However if the reaction kinetics are slow, the switch will not get activated, meaning

that there will be only a gradual increase of the input before the system returns to

the previous stable state. Another change in the behaviour of a loop is observed for

negative feedback loops. In a system in which protein A activates protein B, and protein

B inhibits A, if the inhibition is characterised by a small delay it will produce a gradual

decrease in the output. Longer delays, however, will produce a transient or oscillatory

response (Sauro and Kholodenko, 2004; Novák and Tyson, 2008).

Probably the simplest type of dynamic model that does not require kinetic data is
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Figure 1.8: Network motifs, feedback loops and the MAPK cascade: examples of pathways
motifs and computational units. Panel A: Two examples of common topology found in networks.
At the top: bow-tie motif in which the signal coming from many proteins (e.g. receptors)
converges onto few targets (e.g. second massengers) which can regulate many effectors (e.g.
downstream pathways, transcription factors). At the bottom: positive and negative feedback
loops motifs. Panel B: examples of positive and negative feedback loops and their response.
Panel C: starting from the top, schematic representation of the MAPK cascade followed by
examples of a deterministically simulated cascade response. The two plots differ only in their
kinetic parameters. Adapted from Kotaleski and Blackwell (2010)
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the boolean logic network. In a boolean network each node can assume only two states:

present or absent, or ON and OFF. The dynamics of the network is simulated by using

logical operators (for example protein A and protein B are both present at the same

time) coupled with explicit time delays (for example protein C is present later). This

type of modelling can be of use to study gene activation patters, or for large network for

which quantitative data are not available.

A more mechanistic approach to dynamic modelling is to encode reactions using

algebraic and ordinary differential equations (ODEs). The majority of the parameters

present in an ODE system represent biochemical properties like association and dissocia-

tion constants, phosphorylation rates, enzyme turnover rates and so on, most of which

are experimentally derived. Some other parameters might be more abstract, usually to

represent observed behaviour that lacks a precise mechanistic description or to simplify

such a mechanism (Bhalla and Iyengar, 1999). Many models have been made using

ODEs, and an exhaustive collection of them can be found in the BioModels Database

(Le Novère et al., 2006). Such models can be simulated using a numerical computing

environment like MATLAB, or with biochemical simulators such as COPASI (Hoops

et al., 2006). An interesting example is a model of the MAP kinases cascade shown in

figure 1.8 panel C. The MAPK pathway is characterised by cycles of phosphorylation

and dephosphorylation. Several iterations of the cycles, on different phosphorylation

sites, amplify the signal and can result in ultrasensitivity, whereby a small change in the

input near the threshold point results in a sharp change in the output. Depending on the

kinetic encoded in the model, the cascade can show bistability instead of ultrasensitivity.

1.4.3 Sometimes it is one, sometimes it is three: stochasticity

A common misconception in modelling is to assume that the number of molecules in

the observed system is always large enough to be expressed as a concentration, which

is a continuous variable. For systems in which the molecule numbers are very low, the

minimum variation that molecules can undergo (one molecule difference) become visible

and a discrete approach in which molecule number can change by one integer at the time

is preferable.

Many reactions that occur in neurons as well as in other cells, take place in small

subcellular compartments or microdomains in which the number of molecules is very
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limited. One of such cases is the concentration of calcium inside a dendritic spine. At

resting conditions, only few calcium ions are present in the spine. Moreover, during

stimulation the amount of calcium that enters per spike can vary due to the stochasticity

of all the processes involved, such as the release of neurotransmitters and the gating of

channels.

The stochastic fluctuations in molecule numbers can largely affect the outcome of

the system, as shown in figure 1.9 in which the same model was simulated using an

ODE solver and with the Gillespie stochastic algorithm (Rao et al., 2002). In the case

reported, the positive feedback loop was bistable in deterministic simulations but, when

simulated stochastically showed a gradual increase in the concentration of the activator,

instead of bistability. Stochasticity becomes especially relevant for low concentration

systems. It has been postulated that the intrinsic noise of a system is proportional to

the inverse square root of the mean concentration (Van Kampen, 1992), implying that

low concentration systems are more influenced by noise.

The Gillespie algorithm is one of the most well known and used stochastic algorithm

available (Gillespie, 1977). This algorithm is the first of a class of exact stochastic

simulation algorithm (SSA), a set of algorithms that specifically attempts to describe

the time evolution of a well-stirred chemically reacting system in a way that takes into

account the discrete and stochastic nature of the system.

SSA is implemented in several simulation packages like COPASI, Cain3 and eCell (Tomita

et al., 1999).

1.4.4 Where do we go now? Spatial modelling

Another frequent but incorrect assumption is that biological systems are well-mixed,

meaning that molecules are homogeneously distributed in the studied system. As men-

tioned before, cells are highly complex structures with many different subcompartments.

As seen in the MAPK cascade example (subsection 1.4.2), the signal is transmitted from

the membrane with the activation of receptors (such as NMDAR) to its final targets in

the nucleus via a cascade of transcription factors. On the long way from the membrane

to the nucleus the signal passes through different subcompartments with various effectors

that participate in the final outcome of the pathway. Such compartmentalisation is a very

3http://www.cacr.caltech.edu/∼sean/cain/Welcome.htm
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Figure 1.9: Comparison between deterministic and stochastic simulation of the same positive
feedback loop: (A) Schematic representation of the feedback loop. (B) Top row: deterministic
simulation of the system: on the left, a fast kinetic of the system resulted in hysteresis while on
the right, with slower kinetics, resulted in an ultrasensitive response. Middle row: stochastic
simulation of the system using the Gillespie algorithm: on the left the system does not show
a bistable response, but a slow and gradual increase of the concentration of X; on the right,
the ultrasensitivity of the system is conserved with the stochastic simulation, the arrow points
at the activation of the switch. Bottom row: plots of the concentrations of A vs Time from
the deterministic simulation, as comparison with the stochastic one. Adapted from Rao et al.
(2002).
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successful strategy to create microdomains that differ from the surrounding environment.

For example, in certain microdomains the local concentration of certain molecules can

be higher compared to the overall cellular one, which can allow the modulation of a

particular reaction kinetics.

The interaction between molecules that come from two different compartments can

depend on, or be affected by, the diffusion of molecules between those compartments.

These are diffusion limited reactions in which the diffusion of the molecules is slower

than their reaction kinetics. Segregating proteins in different compartments or forcing

them together in a microdomain is common strategy used by biological systems to fine

tune reaction kinetics (Nooren and Thornton, 2003).

Space can be integrated in modelling with different methods. The deterministic

approach calculates the molecular concentrations as function of space using partial

differential equations (PDEs) that contain unknown multivariable functions and their

partial derivatives. The PDEs approach, due to its deterministic nature, cannot represent

the fluctuations derived from the noise of biological systems. On the other hand, it

can be a powerful tool to study large systems thanks to its low computational costs.

A simulator that uses this approach is V-Cell (Schaff et al., 1997), which applies the

finite-volume method4 to calculate diffusion and reaction rates of molecules present in

the system.

Another spatial simulation method are Cellular Automata (CA), which are a lattice-

based methods in which each lattice cell can assume a finite number of states. The

behaviour of each cell is dictated by a set of rules (or functions) that are updated at each

time step. Stochasticity can be introduced via the encoded rules to generate a variation

of the method known as stochastic cellular automaton. The grid size of the lattice can

be modified as well as its shape (e.g. square, hexagon or triangles). Historically, this

approach was only used for two dimensional simulations, but in recent years the 2D grid

was expanded to 3D (Broderick et al., 2005; Love et al., 2001). CA have been used to

simulate mesoscopic and microscopic systems (Malek Mansour and Baras, 1992; Schnell

and Turner, 2004) and have been very successful in pattern formation simulations or for

growth predictions (Wolfram, 1984) but at the best of my knowledge, have not been

applied in explicit simulations on protein behaviour in crowded environments.

4Finite-volume method or FVM is a method for representing and evaluating PDEs typically used in
computational fluid dynamics.
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Crowded environments are defined as environment in which the molecule numbers

reach such a high concentration that the molecules cannot diffuse freely. These phenomena

are more common than previously thought. In fact, the vast majority of biological

environments are crowded, including the cell cytoplasm (Zimmerman and Trach, 1991;

Ellis, 2001). Molecular crowding is more accurately termed excluded volume effect because

of the mutual impenetrability that all solute molecules possess, which makes their

volume excluded from the available volume in which they can diffuse. How much of the

intracellular volume is unavailable to other molecules depends on the numbers, sizes and

shapes of all the molecules present in the studied compartment. Molecular crowding

affects reaction kinetics and diffusion, making it an interesting factor to take into account

during simulations (Dix and Verkman, 2008; Zhou et al., 2008a; Ellis, 2001).

Stochastic-reaction diffusions can be solved using a voxel-based approach in which

space is divided in subvolumes. In each subvolume, the behaviour of a group of molecules

is computed using chemical kinetics laws, and their diffusions is simulated as the transition

from one subvolume to another. This approach is used for the simulators STEPS (Hepburn

et al., 2012) and NeuroRD (Oliveira et al., 2010), which are specifically designed for

computational neuroscience. Although useful, these methods lack in the possibility of

tracking the behaviour of every single molecule present in the system, and can not be

applied to molecular crowding related studies.

Another approach to spatial simulation is the one taken by Smoldyn (Andrews and

Bray, 2004; Andrews et al., 2010) a particle-based stochastic simulator, in which molecules

are represented as point-like particles that can diffuse in a continuous three dimensional

space over fixed time steps. Smoldyn is based on Smoluchowski reaction dynamics (Smolu-

chowski, 1916) for which kinetic rates of molecular reactions are transformed into the

radii of each molecule’s reaction or binding radii. The higher the reaction propensity

of a molecular species to react, the larger its binding radius. This approach has the

advantage of taking into account of the stochastic nature of biological environments in

space, but is not suitable for explicit molecular crowding studies, because molecules have

no excluded volume.

The Smoluchowski reaction dynamics are a simplified version of Brownian dynamics

(BD), which is another particle-base stochastic approach to spatial simulations. In BD

molecules are represented as particles with a finite volume which exhibit noise as they

are propagated according to the Langevin equation (Langevin, 1908). The model mimics
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interactions between the diffusing molecules and the implicit solvent with random forces.

This approach can be used to effectively simulate crowded environments since molecules

are explicitly represented in the simulation space. Example of successful studies that are

based on BD are the effect of electrostatic competition between substrates binding to an

enzyme (Elcock, 2002) and a study of a bacteria cytoplasm (McGuffee and Elcock, 2010).

In their study, McGueffee and Elcock used the 50 most abundant cytoplasmic molecules

types from E. coli for a total of 1008 individual molecules, and simulated their diffusion

using steric and electrostatic forces and protein-protein thermodynamic interactions. One

of the more interesting findings of this study is the discovery that proteins diffusing in

crowded environment such as the cytosol show anomalous diffusion, which was previously

thought to be a diversion of the norm. BD is clearly a very powerful tool to study protein

behaviours by mimicking more closely the diffusive environment in vivo, but the accuracy

of the calculations behind it makes it a very expensive computational approach, which

cannot be used yet to compute large networks or whole cells.

Another technique worth mentioning for spatial simulation with an even higher level

of details considered, is molecular dynamics (MD). In MD molecules are represented

with an all-atom representation and the simulations are driven by a force field that takes

into account atomic properties like partial charges and van der Waalls radii. Molecular

trajectories are calculated integrating the N-bodies potential with Newton’s laws over

very small time steps. MD is commonly used in structural biology and drug design for

computation of small conformational changes of proteins or to study the interactions

between proteins and a small chemicals (Durrant and McCammon, 2011; Karplus and

Kuriyan, 2005). Between all the mentioned approaches MD is by far the most accurate

and the most expensive, making it a very powerful tool for an in depth understanding of

molecular mechanisms but, practically unfeasible for large scale analysis.

1.4.5 How to move a particle in space: mathematical theory of

diffusion

Diffusion is the random migration of molecules or small particles, due to thermal motion

in a system. Independent of the representation of the particle, either point-like or with

explicit volume, its mathematical characterisation of three dimensional diffusion can be

split into three single components, one for each dimension (Berg, 1993).
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Considering a particle that starts a time t = 0 and at position x = 0 a random walk can

be defined with the following characteristics:

1. Each particle that undergoes a random walk, will move on the x axis with a velocity

±vx, meaning that every τ seconds, it moves either to a negative (left to the origin)

or to a positive (right to the origin) distance δ.

2. The probability of going to the left or to the right, for each step is 50% and each

step is statistically independent from each other. This principle categorises the

random walk as an unbiased Markov process.

3. Each particle in the system moves independently from every other particle and the

system is diluted enough that the particles do not interact with one another.

It is interesting to notice that a particle that follows the previous rules will on average

not move, since the probability of going left is equal to the one of going right for every

given step. Considering an ensemble of N particles, the position of the particle i after

the nth step will be:

xi(n) = xi(n− 1)± δ (1.1)

The mean displacement of the particles after the nth step can be calculated as

following:

< x(n) > =
1

N

N�

i=1

xi(n) (1.2)

Expressing xi(n) in terms of 1.1 we have:

< x(n) > =
1

N

N�

i=1

[xi(n− 1)± δ] =

=
1

N

N�

i=1

xi(n− 1) =

= < x(n− 1) >

(1.3)
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Equation 1.3 implies that the mean position of a particle will not change from step

to step and since all particles started at the x=0 and spreading is symmetrical in respect

of the origin point. In order to calculate the spreading of the particles or how much they

actually travelled since t=0, we consider the root of the mean squared displacement.

Since negative numbers when squared result in a positive value, the sum of all the squared

displacement cannot be equal to zero.

< x2(n) > =
1

N

N�

i=1

x2
i (n) (1.4)

Which gives:

< x2(n) > =
1

N

N�

i=1

[x2
i (n− 1)± 2δxi(n− 1) + δ2]

= < x2(n− 1) > +δ2

(1.5)

Therefore, the mean square displacement increases with the number of steps n and

root mean squared displacement with the root square of n. Since we established from

rule 1 that the particles will make n steps in a time that is t = nτ , this tell us that the

mean squared displacement is proportional to the time t, and that the root mean squared

displacement is proportional to the square root of t.

In order to fully characterise the random walk it is necessary to calculate the proba-

bilities that a particle will travel either to the left or to the right at different distances.

If p is the probability of taking a step to right and q to the left, then q = 1 - p since the

particle only has this two choices. The probability that a particle will step k times to

the right in n trials, follows a binomial distribution:

P (k;n; p) =
n!

k! (n− k)!
pkqn−k (1.6)

The number of times that a molecule will step to the right or the left is very high, in

the order of millions of times per microsecond. When n is so large, binomial distributions

have two asymptotic limits. One limit occurs when the product np remains finite even

if n → ∞, implying that p is infinitesimally small. This limit generates a Possion

distribution. The other limit occurs when the probability of success p is finite, in this
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case when n → ∞, also the product np will tend to infinity. This limit generates a

Gaussian distribution. To derive the Gaussian distribution it is necessary to approximate

the factorials of the binomial coefficients with Stirling’s approximation:

n!� (2πn)1/2(n/e)n (1.7)

In which e is the base of the natural logarithms. Using this approximation gives:

P (k;n; p) → P (k;µ; σ)dk =
1

(2πσ2)1/2
e−(k−µ)2/2σ2

dk (1.8)

Where:

µ =< k > and σ = (< k2 > − < k >2)1/2 = (npq)1/2

P (k;µ; σ)dk is the probability that k will be found in the interval between k and k+

dk in which dk is infinitesimally large.

Substituting x = (1k − n)δ, dx = 2δdk, p = q = 1/2, t = n/τ, andD = δ2/2τ gives:

P (x)dx =
1

(4πDt)1/2
e−x2/4Dtdx (1.9)

This equation describes the Gaussian distribution of the probability of finding a

particle between the position x and x +dx, at the time t. The mean of this distribution is

zero, and the variance σ2
x = 2Dt and standard deviation σx = (2Dt)1/2. The distribution,

shown in figure 1.10, when applied to each direction (x,y,z), gives the description of a

three dimensional random walk.
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Figure 1.10: Relationship between time and particle position: probability of finding a particle
at different x positions, at times t = 1, t = 4 and t = 16.
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1.5 Not all that can be of use to neuroscience comes

from science

The last few decades saw an impressive increase in the quality and complexity of video

games and virtual reality simulations. Recently a new type of game started to populate

the entertainment industry, the scientific discovery games. In these games the users help

solve computationally challenging problems, in a crowdsourcing framework. In scientific

discovery games scientific problems are turned into puzzles that even non-expert players

are able to solve. The games are usually structured in several levels, with few of them

dedicated to train and introduce the player to the scientific problem. One of the first

examples of scientific discovery games is the Galaxy Zoo5 (Lintott et al., 2011) in which

users help to categorise galaxies from the vast amount of images stored in The Sloan

Digital Sky Survey6, a three dimensional map of the deep sky, containing more than

930,000 galaxies.

Another successful example in the category is Foldit7 (Cooper et al., 2010), a game

that aims at producing accurate structural models from protein sequences through

gameplay. The idea behind it is that with the human innate spatial reasoning ability, the

player can guide the search of stable protein folding in the vast protein conformational

space. The player is asked to fold a protein sequence according to certain criteria. The

score that the player is seeing is made by the Rosetta algorithm (Leaver-Fay et al., 2011)

and the best models are then reported back to the research group for further analysis.

A similar strategy was used in the development of NanoDoc8 a game in which the user

helps to develop new anticancer nanoparticles. The user can change different parameters

that characterise a nanoparticles (e.g. size, concentration, coating) and then simulate

the efficacy of the virtual treatment inside the game. In this way the player guides the

choice in a very large parameter space, and like for Foldit, the best models are fed back

to the lab for further analysis.

Scientific discovery games are not the only category of games that has by far exceeded

the entertainment label. Many games are made for high-end education, like the Virtual

5http://www.galaxyzoo.org
6http://www.sdss.org/
7https://fold.it/portal/
8http://nanodoc.org/
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Operating Room9, an online simulation platform for medicine students which focus on

risk assessment in the operating room; or like the Laparoscopic Adjustable Gastric Band

Simulator(LAGB), a virtual reality simulator for training in gastric laparoscopy. The

LAGB simulator is based on the physic engine PhysX and is able to give the user a

haptic feedback (use of force, vibration or motion to the user), which makes the virtual

reality experience even more engaging and realistic (Maciel et al., 2009).

Another example worth mentioning of the use of game and virtual reality is in the

rehabilitation of post-traumatic stress syndrome (PTSD) patients. Virtual reality is used

to safely and gradually expose the patients to the traumatic environment and events as

in exposure therapy. One of the pioneers of the field is Barbara Rothbaum head of the

Trauma and Anxiety Recovery Program (TARP) at Emory University, which specialise

in combat-related PTSD and sexual abuse traumas. In her studies she found that the

combination of virtual reality and medications, is more effective than more traditional

approaches (Cukor et al., 2009; Rizzo et al., 2014).

The main aim of the work presented in this thesis was to develop a new modelling approach

to protein-protein interactions in the contest of neurobiology and more specifically in

the post synaptic density environment. In the development of this new methodology,

tools commonly used in game development and computer graphics were converted to

simulation engine, and graphics and protein modelling software. In the next chapter, I

will explain in details why I choose these tools and how I utilised them into the proposed

new methodology, as well as a detailed explanation of the methodology pipeline and

its simulation algorithm. In following chapters I will then present the methodology

validation as well as its application to the study of the Post Synaptic Density assembly.

9http://3dvor.univ-jfc.fr/
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If you can dream it, you can do it.

Enzo Ferrari

The main aim of this work was to develop an accurate and detailed method to simulate

protein-protein interactions and the formation of large complexes, and use it to study the

properties of PSD formation in a dendritic spine. Dendritic spines are small specialised

compartment of neurons (section 1.2), with a mean volume that can vary between 0.001

and 1 µm3. With such a small volumes, the number of molecules present in the spine are

too small to be represented with continuous values therefore a stochastic approach is

required for accurate simulations of dendritic spines (section 1.4).

Moreover, it is known from experiments (section 1.3) that the dendritic spine environment

is not well-mixed, but different proteins are enriched at different positions relative to

the membrane. As mentioned in (subsection 1.4.4), when a system is not well-mixed

space needs to be explicitly incorporated into the model, allowing micro-environments

with different properties to emerge. Considering the low concentration of molecules

and the need to incorporate the space variable, the best modelling approach for this

system is a stochastic particle based spatial simulation. In such simulations each molecule

is represented as a single distinct entity that moves stochastically in space, for which

is possible to track every movement and consequently analyse it. Using a stochastic

particle based spatial simulation will allow to study properties of the system such as

co-localisation of molecules, local aggregates and so on, that could not be possible to

study with other approaches.

In order to accurately study the formation of a complex multiprotein structure like the

PSD, the monomers should be represented with an accurate shape. The use of accurate

molecule-like shapes brings some advantages compared to the more classic approach of

using dimensionless points as in Smoldyn. First of all, when three dimensional shapes are

used, exclusion volume effects can be taken into account. These effects, such as crowding

and confining effects, are known to influence dynamic properties of the system (Zhou

et al., 2008b; White et al., 2010). Moreover, using accurate shapes results in a more

accurate final geometry of the PSD that can be used for further modelling purposes, such

as simulations of confinement effects of signalling proteins in the PSD.

There are already available methods to study protein-protein interactions based on

protein geometries such as molecular dynamics or docking (Moreira et al., 2010; Karplus
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and Kuriyan, 2005). Both methods require an all-atoms representations of the proteins

and although quite useful for binding conformation predictions and binding affinity

estimations, they fail to simulate large assembly unless for time scale in the order of

nanoseconds, or to study interaction kinetics. The main reason why these approaches

are not applicable to the study of large multi-complex formation or binding kinetics is

the very high computational costs of their simulations. To date, the fastest molecular

dynamics simulation ever performed used a special-purpose supercomputer, called Anton,

designed for molecular dynamics (Dror et al., 2012). Even with such architecture a one

second simulation of only 5 instances of the tetrameric protein Homer, a common protein

found in the PSD, would require two hundreds thousands days, since the performance of

this system is 5µs of simulated time per day (Shaw et al., 2009).

Instead of using an all-atom representation of the proteins it is possible to approximate

the protein geometries with simpler shapes. However, using molecule-like shapes is still

computationally expensive and none of the available software allows for the use of such

shapes in the context of multiprotein complex formation. When complex shapes are used

in simulations involving binding processes, both translation and rotation needs to be

taken into account when computing diffusion (subsection 2.6.6). The vast majority of the

software that can simulate diffusion and binding of complex shapes does not take into

account the rotational component of diffusion (Byrne et al., 2010; Tolle and Le Novère,

2010). Another essential feature of a suitable simulator is a sound binding strategy. As

proteins are represented with their proper shape, the binding should be carried out not

at random positions on the protein geometries, but on their specific binding sites. To

achieve this, binding site areas should be defined as distinct surfaces on the 3D protein

geometries with specific characteristics assigned to them. Lastly, in order to simulate

protein-protein interactions, of relatively large scale, or big multi-protein complexes, a

strategy is required to deal with the combinatorial explosion caused by all the possible

interaction combinations and their intermediates.

In the present chapter, I discuss the method I developed to address this lack of

methodology, taking advantage of tools already available in the computer graphics field.

The methodology is divided in two main parts as represented in figure 2.1. The first,

carried out in Autodesk Maya (section 2.1), consists of the preparation of the protein

geometries. The second part, carried out in Unity (section 2.2), consists of converting

those geometries into entities with the desired behaviour and then running the simulations.
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Validation of the methodology described in this chapter will follow in chapter 3 and the

application of the method for the study of the PSD assembly will follow in chapter 4.

PDB
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Figure 2.1: Pipeline Overview: The first part of the pipeline is carried out in Autodesk Maya
(colour coded in light purple). Structural data of proteins are retrieved from the Protein Data
Bank and imported into Maya. Protein surfaces are generated and reduced in their level of
detail. Subsequently the binding sites are defined and mapped onto the protein surfaces. The
resulting protein models are loaded into Unity where the modules for motion, mass managing
and binding rules are added. Once all the proteins of interest are loaded and ready, the
simulation is ready to start, directly in Unity (colour coded in light blue).
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2.1 Introduction to Autodesk Maya

Maya is a 3D computer graphics software program from Autodesk1, the company that

made, and still develops, the famous 2D and 3D computer-aided design (CAD) and

drafting program AutoCAD. Maya, which takes its name from the Hindu concept

of illusion, is an extensible production platform for computer animation, modelling,

simulation, rendering and compositing. It is mainly used for content creation for video

games, in animated film and visual effects for films and television. The last 18 Academy

Award winners for Best Visual Effects have used Autodesk’s 3D, animation and/or visual

effects software2. All five 2013 nominees for best animation used Autodesk’s Maya.

Maya represents data and operations internally as nodes. A node is the building

block of a Maya project: multiple nodes can be connected to each other so that the data

from the first node is fed into the next and so forth, to the last one. This collection of

connected nodes creates a workflow known as Dependency Graph. For example there is a

time node, which keeps track of time during animation, and a deformation node, which

deforms with certain modifiable parameters, the geometry which it is acting on, and so

on. In Maya everything from geometry and its animations, to rendering settings are all

linked together in the Dependency Graph. Having such a Dependency Graph is what

makes Maya so flexible.

All the commands executed in Maya, even from the graphical interface, are in its

cross-platform scripting language: MEL (Maya Embedded Language). Usually plugins

and available toolkits are written in MEL, but Maya also supports the use of Python-style

scripting. A complete, fully functional version of Maya with Educational license, for non-

commercial use only, can be freely obtained from the educational centre of Autodesk3. A

toolkit called Molecular Maya and a recently developed plugin called ePMV are available

to aid protein structure manipulation with automatic PDB import features. These tools

not only turned Maya into a molecular visualisation program, but provided a means for

extensive manipulation and animation of protein structures, taking advantage of the

inbuilt features of Maya.

Maya is not the only software available for 3D modelling, animation and rendering.

1http://www.autodesk.co.uk/products/autodesk-maya/
2http://www.forbes.com/sites/connieguglielmo/2013/02/22/autodesks-software-has-starring-role-

in–2013-oscar-nominees/
3http://www.autodesk.com/education/student-software
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Many other software products have been developed in the last decades, and probably the

most famous are CINEMA 4D from MAXON4, and Blender from Blender Foundation5.

While Blender is a free and open source software, CINEMA 4D does not provide free

licenses for educational purposes. The plugin ePMV is also available for Cinema 4D,

while a different version of Blender for molecular visualisation and manipulation called

BioBlender has recently become available (Andrei et al., 2012).

In recent years Maya has also been used for scientific and educational purposes. One

of the main repositories of work on scientific visualisation, carried out in Maya and other

software, is the MolecularMovies website6. Probably the most famous animations are

from Drew Berry7 in which topics like apoptosis, transcription, replication and the life

cycle of the Malaria parasite are covered. Other prominent videos that had high visibility

are: the kinesin mechanism from Graham Johnson8, in which he shows a molecule of

kinesin walking along a microtubule protofilament exchanging molecules of ATP and

ADP; and the Inner Life of the Cell from the Biovision Lab at Harvard University9, in

which different types of cellular dynamics are explained.

Although the works listed above made use of PDB structures for the represented

proteins, and the explained processes are biologically correct, they can only be classified

as animations, since the interactions and processes showed are the result of manual

positioning from the authors. To the best of my knowledge, only one study has been

made using computer graphic software that is classified as simulation: the work of

Jason Sharpe and Charles Lumsden (Sharpe et al., 2008). In their work, they simulated

fibroblast cells moving in extracellular matrices of different densities. All the work

was carried out in Maya and led to the publication of a unique book with a thorough

description of the methods used.

I chose to carry out some of the work presented in this thesis, in Maya rather than

another software program, due to its flexibility in 3D geometry manipulation, the large

amount of freely available learning aids, the availability of a toolkit for PDB import and

manipulation and lastly for the availability of a free fully functioning educational license.

4http://www.maxon.net/?id=1499
5http://www.blender.org/
6http://www.molecularmovies.com/showcase/
7http://www.molecularmovies.com/movies/viewanimatorstudio/Drew%20Berry/
8http://www.molecularmovies.com/movies/viewanimatorstudio/Graham%20Johnson/
9http://multimedia.mcb.harvard.edu/
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The 2010, 2011 and 2012 versions were used at various stages of this work.

2.1.1 Importing PDB structures in Maya with Molecular Maya

Toolkit

Molecular Maya (or mMaya) is a freely available software toolkit for Autodesk Maya

developed by Gael McGill. The toolkit helps with the import, modification, and animation

of proteins encoded as PDB files. mMaya is written in Python and MEL and its main

purpose is to turn Maya into a protein visualisation program, taking full advantage of

the features that makes Maya such a powerful CG software program.

Possibly the main feature of mMaya is in how the PDB files are imported. The

molecules geometry in mMaya retains a live link to the underlying PDB dataset, and

this is fundamental for switching representation types and for general modification of the

structure.

A customised type of Maya node is automatically created appositely to store most

of the informations in PDB files, from geometry to experimental data. mMaya, among

other things, transforms each atom represented in the PDB into a particle maintaining

its 3D coordinates. These particles are part of a particle system, which in computer

graphics programs is used to create complex phenomena, like fire, water and smoke (Wei

et al., 2002; Kruger et al., 2005). For this work, I mainly took advantage of the surface

representation of mMaya. Mesh surfaces are generated using the pre-build feature of

Maya to generate a mesh surface from a particle system. A polygon mesh is calculated

from the particle system using the marching cubes method (Lorensen and Cline, 1987).

The marching cubes algorithm is a widely used method for 3D representation in fluid

and particle dynamics as well as for medical visualisation of magnetic resonance imaging

and computed axial tomography scans. The algorithm converts the particle system into

a scalar field, a function of space in which each point has a scalar quantity for value, into

imaginary cubes. For each point in the scalar field, the algorithm processes the point and

its 7 neighbour values, forming an imaginary cube (8 vertices per cube). Subsequently,

the algorithm checks if and where the isosurface, a surface that represent points at the

constant value such as density within a volume of space, intersects the 12 edges that

describe the cube. Successively the algorithm calculates the polygon (or polygons) needed

to represent that part of the isosurface that intersect the cube. Subsequently, all the

44



Chapter 2. Novel approach to modelling protein-protein interactions in biological space

individual polygons are merged together to obtain the final mesh.

The toolkit allows the user to tweak some parameters that influence the mesh

generation. These parameters act directly on how the particle system is converted into a

mesh. It is possible to change the resolution of the mesh by changing the gird size used

to create the polygonal mesh. The smaller the voxel size used in the grid, the higher

the resolutions produced, resulting in smoother surfaces, with smaller mesh triangles

and higher polygonal count. Another parameter that can be tweaked in mMaya is the

amount of smoothing applied to the output mesh. Smoothing a surface results in a

more topologically uniform and polished surface. The smoothing is controlled via three

different parameters: Smooths that controls the lengths of the triangle’s edges; Threshold

that influences the density of overlapping particles, and Blobby rad that controls the

radius at which the surface is calculated from each particle . In all cases increasing

these parameters results in a smoother surface. Molecular Maya was used in the work

presented in this thesis to create the protein geometries, while ePMV, presented in the

following section, was used to define the binding sites location and their areas onto the

protein geometries.

2.1.2 Sequence selection with the Embedded Python Molecu-

lar Viewer ePMV

The embedded Python Molecular Viewer (ePMV) is a free and open source software

developed by Graham Johnson at the Olson Laboratory of the Scripps Research Insti-

tute (Johnson et al., 2011). ePMV is a cross-platform tool that runs molecular modelling

software directly in several professional 3D animation applications like Maya, CINEMA

4D and Blender (Autin et al., 2012).

Similarly to mMaya, with ePMV it is possible to automatically load PDB structures

into Maya. The loaded proteins can be manipulated in terms of atom, backbone, and

surface representations. The classical colouring schemes for proteins such as CPK or

residue type are present along with more sophisticated ones, like a temperature factor

based. Moreover, several extensions are available for ePMV such as one for protein-

ligand scoring with AutoDock or PyRosetta, a Modeller optimisation, and a molecular

dynamics visualisation extension. For this work I took advantage of the sequence selection

feature of ePMV for highlighting binding site sequences on proteins. This feature, which
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is not present in the Molecular Maya Toolkit, allows for the selection of part of the

protein sequence using regular expressions. Once the sequence is highlighted, a different

representation can be applied to it, resulting in a very clear geometrical distinction

between the highlighted sequence and the rest of the protein geometry.
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2.2 Unity: the game engine used as simulation envi-

ronment

Unity is a game engine developed by Unity Technologies10. A game engine is a software

dedicated to the creation and development of video games, for different platforms, consoles,

personal computers and mobile phones. A game engine is a software framework that

abstracts details that are common to all games and makes them reusable in order to

make the development of a video game easier and faster.

Creating a video game is rather complex and involves the assembly of several parts

such as objects, animations, and sounds, that interact together to make the gaming

experience. These parts can be thought of as several layers which their assembly is done

inside the game engine. The most visible layer in a game is what we can actually see,

the graphics. For each game level, a new environment or terrain is usually developed

using a 3D computer graphics application like Maya. The same type of application is

also used to create the main and other possible characters in the game.

The graphics need to be rendered inside the game (mostly in real time) by the render

engine, in either 3D or 2D, depending on the game type.

The most important keyword in a game is interactivity, denoting in the interaction

between the player and the game environment. This means that movements are at

the core of a video game. Movements inside a video game can be achieved in two

different ways. One, is through animation where movements are scripted in advance and

encoded in a way that can be recalled at the required time. This type of animation is

for example commonly used to make the idle/walking/running/jumping cycles of the

player’s character, which is triggered by the player’s input. Another way to generate

movement is to rely on physics, where movements are based on the starting conditions of

the scene and physics laws that are encoded in the game. The physics layer is integrated

in a game using a physics engine which like the render engine, is a dedicated software

integrated into the game engine.

There are many games that rely heavily on a physics engine, and even when the game

is not physics driven, the physics engine is always at the foundation of the character-

environment interaction. A famous example of a physics driven game is the 2D game

10http://unity3d.com/
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Angry Birds11: the player sets the angle and velocity at which a bird is thrown towards

some objects. What happens next is only based on simple physics laws like gravity,

friction and energy transfer upon collisions.

While the above game is physics driven, basically every game even when not physics

driven extensively relies on the physics engine. The opening of a door or picking up of an

object are other common examples of how physics is at core of the interaction between

a player’s character and environment. In both cases the character needs to get close

enough to the object to trigger a collision between the character and the object itself.

This collision is detected by the physic engine of the game and upon this collision an

action, such as the opening of a door, is triggered.

Another omnipresent game layer is sound, while less noticeable are other common

components such as artificial intelligence (AI), networking, streaming and memory

management. All these parts need to be assembled together carefully and a game engine

is the software designed to do it with. There are several game engines available and

they can be categorised by the level of abstraction that they use. While the higher level

game engines are easier to interact with, low level game engines are usually more flexible.

Unity is one of the high level game engine available, like GameMaker12, and Torque

Game Builder13. Unity was recently used as visualisation tool for different biological

dataset from protein structure (prepared separately) to protein networks using the Unity

extension UnityMol (Lv et al., 2013).

I choose Unity to be the simulation engine for the work reported in this thesis over

other software for its high compatibility with Maya, its good performances as 3D game

engine, the availability of a free and functional version, the vast user community that

provides a great support and the large availability of excellent learning tools such as

tutorials and books. Version 3.0 to 4.1 were used at various stages of this work.

2.3 Definition of a mesh

In 3D computer graphics, 3D modelling is a way to mathematically represent the surface

of three-dimensional objects, using specialised software. A common type of 3D modelling

11http://www.angrybirds.com/
12https://www.yoyogames.com/studio
13http://www.garagegames.com/products/torque–2d
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is polygonal modelling in which simple polygons, usually triangles or quadrilaterals, are

connected edge to edge to create a mesh of complex shape.

A B

Figure 2.2: Mathematical description of geometrical entities. Panel A: wire-frame representa-
tion of a polygonal sphere composed of triangles, and a cylinder composed of quads. Highlighted
in green, on each face of the sphere, the normals, a vector perpendicular to the face plane,
starting from its centre. Highlighted in pink, on the cylinder are the vertices that composed
the mesh. Panel B, solid representation of the same geometries, the contours of each face is
highlighted in white, for both polygons.

The fundamental definition of a polygonal mesh is a vertex, a point defined in the

three dimensional space (see figure 2.2). The line that connects two vertices is called

an edge, and when three vertices are connected with each other by three edges, they

define a triangle. Triangles are the most common type of polygon used in 3D modelling,

since they are the simplest polygon that can be created in Euclidean space and have the

property of inhabiting a single plane. The flat nature of triangles aids the determinations

of face normals, a 3D vector perpendicular to the polygon surface. Normals are used to

determine the face orientation of a mesh towards an external source which, in computer

graphics, is often used in the rendering process to calculate how light interacts with the

mesh surface. Quadrilateral polygons, often referred to as quads, are becoming more and

more common in polygonal modelling even if they might not lie on a single plane. In the

context of a polygonal mesh, a single polygon is called a face and the total number of

faces required to create a mesh is called polygonal count or poly count. The polygonal

count is used as an indication on the amount of information encoded in a mesh: the
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higher the polygonal count the higher the amount of details encoded.
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2.4 Maya workflow: protein model preparation

The first part of the pipeline is focused on preparing the protein models so they can be

simulated inside Unity. A schematic representation of this part is depicted in figure 2.3.

The first step of the protein model preparation workflow is to retrieve structural data for

all the proteins of interest. Protein structural data can be found in the Protein Data

Bank (Berman et al., 2003), a unified worldwide database where solved structures are

deposited in the PDB file format. A PDB file contains atomic coordinates of all the

atoms of a protein, data that may be derived from X-Ray or NMR experiments. A PDB

file is all that is required to have a complete profile of the structure, atomic composition,

total and local charges and sequence of a protein.

Not all the protein structures are yet deposited in the Protein Data Bank, but they

may be computed in silico if necessary, using known structures as templates. This

computational approach, called homology modelling is a knowledge-based method for

protein structure prediction (Johnson et al., 1994). The sequence of a protein with

unknown structure (protein target) is aligned to several proteins with known structure

(templates). This method is based on the assumption that closely related proteins share

the same protein structure (Xu et al., 2000; Wiltgen and Tilz, 2009). Between the several

platforms available for homology modelling calculations, the one of choice for this study

was I-TASSER (Roy et al., 2010).

I-TASSER is an automated homology modelling server that takes the protein target

sequence as input and provides five structural models as output. It was ranked as number

one server for protein prediction in CASP7, CASP8, CASP9 and CASP1014 experiments.

The homology modelling pipeline of I-TASSER is divided into three consecutive

steps: firstly, the target sequence is matched against a non redundant sequence database

which generates a sequence profile. A dataset of templates is retrieved using this profile.

The second step of the pipeline is the alignment between the target and the templates.

Continuous fragments of the alignments are subsequently excised from the template

structures to generate an assembly of structural conformations. Ab initio calculations

are also used at this stage when required. In the last step, the structure is reassembled

using the conformation assembly and subsequently refined for the global topology as well

14Critical Assessment of protein Structure Prediction (CASP) experiments aims to establish the
current state of the art in protein structure prediction by providing a benchmark competition every two
years. CASP10 was hosted in 2012. http://predictioncenter.org/
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PDB FILE?
No

Yes

HOMOLOGY MODEL

SECONDARY STRUCTURE
PREDICTION

POLYGON REDUCTION

BINDING SITE 
DEFINITION

REASSEMBLE OF
THE GEOMETRY

LOW RES SURFACE 
CALCULATION

BINDING SITE
DETACHMENT

Figure 2.3: Schematic overview of the Maya Protein Preparation workflow: If a PDB file
is not available then proceed to start the homology model procedure using the online server
I-TASSER, the result from I-TASSER are scored according to how well present the secondary
structure elements predicted by the algorithm Predict Protein. Once the PDB is obtained and
imported into Maya a low poly surface is calculated. The surface is then further reduced to
reach a poly count in the order of 250. Using the information stored in UniProt about the
binding site sequence, a binding site is cut out of the geometry and then reassembled in a
hierarchical fashion. Colour scheme: every task that was performed in Maya is highlighted in
light purple while everything else in green.

52



Chapter 2. Novel approach to modelling protein-protein interactions in biological space

as for any steric clashes.

I-TASSER lists five resulting structure models as output. In order to select one of the

models produced by I-TASSER, the five calculated models were subsequently analysed

based on the external secondary structure sequence prediction server PredictProtein15

(Rost et al., 2004). The models were scored based on the correct match between the

secondary structure prediction and the structure present in the 3D models.

The structural information needed by Unity, to simulate protein-protein interactions,

is the protein surface. Surfaces are commonly used to represent protein structures,

especially when needed to emphasise a pocket-like structures or visualise a protein-

protein complex. There are many molecular visualisation programs that can produce

surfaces from PDB files, such as Chimera (Pettersen et al., 2004) and VMD (Humphrey

et al., 1996). These programs generate accessible or Connoly surfaces with good accuracy

and a high level of detail. A Connoly surface is a surface generated by taking a sphere of

the radius of a water molecule (1.4 Å) and rolling it to the van der Waalls representation

of the desired molecule (Connolly, 1983; Connolly, 1993), as shown in figure 2.4.

Unity on the other hand, can work with two different types of surfaces: a very detailed

one, with high polygon count, and a low definition one, with low poly count. In case

of the high poly count geometries, the surface is not used to calculate collisions, but

instead one needs to manually define the boundaries of the geometry, using primitives

like cubes, spheres and cylinders. With this technique the high polygonal surface is only

used for rendering and not for collision calculations, which can be ideal in cases when

the accuracy of the simulations are less important than the visual results. In case of

the low poly geometry, the surface is used directly as boundary for collision calculations.

The requirements for the low poly geometry are that the poly count does not exceed 255

triangles and that the protein present a convex geometry.

In order to fulfil those requirements and therefore allow the collision calculations to

be based on protein geometries, is necessary to drastically reduce the level of details from

the high poly count Connoly surfaces. To do so, I set up a procedure to consistently

generate low polygonal count meshes from PDB files (subsection 2.4.1).

The last part of the protein model preparation workflow aims to create separate

15Predict Protein is an automatic service for protein secondary structure and function predictions.
The secondary structure is inferred by generating multiple alignments with several databases and using
secondary structure prediction algorithms as well as solvent accessible prediction algorithms.
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A B

C D Probe
sphere Accessible

surfaceMolecular
surface

Figure 2.4: Different molecular representation. Panel A: Ball and stick representation of
the small chemical compound N-Methyl-D-Aspartatic acid NMDA. Atoms are represented as
spheres standardly coloured according to the atom types (Carbon grey, Oxygen red, Hydrogen
white, Nitrogen blue) while bonds between atoms are represented as cylinder. Panel B: van
der Waals (vdw) representation of the same molecule NMDA, also known as CPK or space
filling. Each atom is represented as a sphere with a radius equal to their vdw radii (r˙w) The
contour of the overlapping vdw spheres create the vdw surface. Panel C: Molecular surface
of the NMDA molecule overlapped to the ball and stick representation. Panel D: Molecular
surface and solvent accessible surface of the NMDA molecule. Both surfaces are calculated
letting a probe sphere, with a radius of 1.4 Å, rolling on the van der Waals surface of the
molecule. The inward trace of the probe will give the molecular surface, while the accessible
surface is defined by the trace generated from the centre of the same probe.
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geometries for the possible binding sites of interest on the protein. This separation is

required by Unity, in order to keep the behaviour of each binding site independent from

each other. Data on the sequence forming the binding sites were retrieved from the

Uniprot database and mapped onto the protein surface. Subsequently each binding site

was cut and separated from the surface (subsection 2.4.2). The separated binding sites

and the remaining part of the protein geometry are then reassembled in a hierarchical

structure which is fundamental for the simulation in Unity (subsection 2.4.3).
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2.4.1 Low resolution surfaces generation

As previously mentioned, several available programs are capable of producing a high

resolution surface of a protein, but none of them allow for a sufficient polygon reduction.

Usually the only controllable parameter in creating a protein surface is the vertex density,

defined as the number of vertices per square angstrom. The vertex density is by default

set to 2.0 and usually restricted to a minimum value of 0.3. Even with the minimum

allowed setting, it is impossible for these programs to produce a mesh with a polygon

count around 250 triangles, as the surface poly count of a medium sized protein can be

easily over one hundred thousand polygons, as shown in the example of figure 2.5.

Due to the need for the mesh reduction, I required a software program that allowed

me to modify three dimensional geometries with high precision. Although not commonly

used in scientific research, computer graphics programs are highly developed in this area

and offer very powerful tools for manipulating 3D geometries. The software of choice,

in the computer graphics category, was Autodesk Maya (section 2.1). Apart from its

inbuilt features for modelling, animations and rendering, Maya had the advantage of

having two toolkits for PDB manipulation: molecular Maya (subsection 2.1.1) and ePMV

(subsection 2.1.2) which were both used for this pipeline.

Using mMaya is possible to generate a low resolution mesh directly from a PDB.

Even when the mesh is produced using the low resolution setting, the surface still retains

quite a high poly count. As shown in figure 2.5, when the surface of PI3K is calculated

as Connoly surface with standard setting the resulted poly count is 184298; when it

is calculated using mMaya with the low resolution settings, the count drops to 3516

triangles. Although tweaking the parameters that influence the mesh calculation in

mMaya leads to lower resolution meshes, using the same parameters settings on different

proteins never gave a similar result and moreover, never within the limit of the 255

threshold.

Maya itself has an inbuilt algorithm for polygon reduction. This algorithm reduces

the number of polygons on a geometry while keeping the borders and overall shape as

close as possible to the mesh input by preserving, when possible, the original vertex

positions. The amount of reduction applied is proportional to a percentage specified by

the user.

The poly count reduction is an active field and new improved algorithms are made
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A B

C D

10 Å

Figure 2.5: Level of detail modelling protein surfaces. Panel A: Ribbon diagram of the
phosphoinositide 3-kinase (PI3K), PDB ID 1E8Z. Alpha helices are represented in blue, beta
sheets in pink and loops in light grey. Panel B: Molecular surface of PI3K protein. The surface
is calculated using the standard method of rolling a probe sphere of 1.4 Å radius on the van
der Waals surface, keeping a triangle density of 3.0 triangles per Å2. The number of triangle
(also known as the poly count) that form the surface is 184298. Panel C: Simplified surface of
PI3K produce with molecular Maya using the low res setting. The resulting poly count was
3516. Panel D: Surface fully simplified using mesh reduction algorithm of Maya. Polygon count
of 252.
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available, yet none of them can perform polygonal reduction while preserving the exact

input shape (Shontz and Nistor, 2013; Wang et al., 2013; Jingsong, 2013). Not only is

the topology modified during the procedure, but the extent of this modification depends

on the shape itself and its tessellation. Fine details, such as the small bumps that are

clearly visible with a high resolution mesh ( figure 2.5, panel B) are bound to disappear.

Moreover, the accuracy of the results decreases with the increase of complexity of the

protein surfaces, such a protein presenting deep pockets or cavities.

Another factor to take into account is the difference between the poly count of the

input mesh and the poly count goal. The higher the difference the more unlikely it is

to reach the goal in a single iteration and when multiple iterations need to be applied,

the probability of topological errors increases. Typical errors are: finding multiple

vertices overlapping at the same position, having four or more sided faces, and having

non-manifold16 geometries in general.

In order to minimise these errors and to avoid manual manipulation of the mesh

topology, each protein was treated separately and the amount of polygon reduction, as

well as the number of algorithm iterations, was decided case by case. While this makes

automation of the procedure impossible to achieve, I optimised this step of the workflow

to be as standard as possible.

To obtain low resolution surfaces that have a poly count within the threshold imposed

by Unity, the following procedure is applied. Once the PDB is available for the protein

of interest, it is loaded into Maya using the mMaya toolkit. A first surface is generated

with mMaya as described in subsection 2.1.1 using the low resolution setting available

from the preset. The generated surface will then undergo a first iteration of the polygon

reduction algorithm of Maya. This algorithm has several parameters that can be changed

according to specific needs. Firstly, it is possible to set the percentage of polygons that

the algorithm will try to reduce.When set too high, this number will never be equal to the

final reduction, but will allow for the maximum reduction possible in a single iteration

without creating topology errors. For the first iteration of the algorithm the reduction

should be set to 80%. It is possible to specify a parameter value that controls the degree

to which Maya sacrifices mesh shape accuracy to produce better tessellation. Values

16Non-manifold topology polygons have a configuration that cannot be unfolded into a continuous flat
piece. Examples of non-manifold geometries are: when two or more faces share a vertex but not an edge,
when an edge is shared by three or more faces, and when adjacent faces have opposite normals.
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Table 2.1: Examples of polygon reduction

PDB ID Low-Res Poly Count Iterations Strength Final Poly Count

1E82 1596 80% + 20% 250

1G16 1056 80% 212

1J0X 7068 80% + 80% + 10% 254

1YPH 4464 80% + 72% 250

3C13 1768 80% + 30% 248

3CPI 2150 80% + 42% 250

2EED 2832 80% + 42% 250

3CPI 2150 80% + 55% 254

3V03 5596 80% + 70% + 25% 252

821P 1084 80% 216

closer to 0 will preserve the shape, while values closer to 1 will produce a more even

tessellation. This value should be set to 0.3, as preserving the shape is more important

than the overall tessellation quality, but lower values are likely to cause tessellation errors.

In order to improve the accuracy of the final shape it is possible to force the algorithm to

attempt to preserve the shape of polygon borders, which are edges that are not shared

by other polygons, and keep the vertex positions as much as possible.

Once the first iteration is completed with the above settings, the number of additional

iterations and their strength is decided depending on the amount of polygon left on the

mesh. For very large proteins (more than 500 amino acids) a second iteration is necessary

with a 50–80% reduction, without changing the other parameter values. For proteins

composed of 300–400 amino acid, like PI3K or ERK2 as shown in figure 2.6, a second

iteration at 30–35% reduction is usually sufficient. Depending on whether the current

poly count exceeds the 255 threshold and by how much, other iterations may be needed

using smaller percentages ranging from 5 to 25%. Examples of the number of iterations

and their strength used for several proteins are reported in table 2.1
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High Resolution Low Resolution

Reduction 80%Reduction 30%

POLY REDUCTION 

60800 poly 1824 poly

364 poly254 poly

Figure 2.6: Example of the polygon reduction procedure applied to a protein kinase: a high
resolution surface was calculated for the protein kinase ERK2 (PDB id 3ERK). The protein
consist of 364 amino acids and at high resolution its surface has a poly count of 60800. Using
molecular Maya the low resolution surface was generated with a poly count of 18240. Already
after the first iteration of the poly reduction algorithm of Maya set at 80% of reduction, the
count decreased to 364 triangles. Only a second iteration of the algorithm, at 30% reduction,
was necessary to reach 254 triangles.
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2.4.2 Binding site definition

In order to simulate protein-protein interactions accurately, binding sites need to be

defined on the protein geometries. The information required for this task is the sequence

that forms the binding site and with that information it is possible to map the binding

site onto the reduced surface. Data about binding partner and binding site location

can be found in the literature, but more conveniently in the UniProt database. Its

curated version, UniProtKB (Magrane and Consortium, 2011), is a highly reliable and

exhaustive source of information about proteins. Both binding partners and sequence

annotations can be found directly in the database, together with extensive cross-links

to other databases, such as the Protein Data Bank. The cross reference to the Protein

Data Bank works both ways, so another way of reaching the sequence annotation is to

directly access UniProt from the PDB ID page of the Protein Data Bank.

On the protein geometry, the binding site needs to be represented as part of the

surface, but with binding properties that other parts of the protein do not show. Once the

low resolution surface is generated with the procedure mentioned above, the connection

between the protein’s atom locations and the surface is lost. The disruption of this link

makes it impossible to retrieve directly the information of the binding site location on

the reduced surface. Although not directly possible, the binding site location can be

recovered using a new instance of the same protein, and remapping the binding site area

calculated from the new instance to the low resolution surface.

Using the molecular visualisation plugin ePMV, a new instance of the same protein

can be loaded into Maya and the binding site sequence highlighted on it. When the PDB

structure is superposed on the low resolution mesh, like in figure 2.7, the portion of the

surface that will create the binding site can be defined by selecting the triangles that lie

on top of the highlighted sequence.

As mentioned before, once inside Unity, only binding sites need to show binding

abilities and each binding site needs to be distinct from other binding sites, if multiple

binding sites are present on the same protein. In order to be able to make this distinction,

binding sites need to be defined as a separate entity albeit connected to the rest of the

protein. To do this, the binding sites are cut from the rest of the surface and the protein

is reassembled as a hierarchy formed by binding sites and the rest of the protein. The

selected triangles that define the binding site on the low resolution mesh, can be cut
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using a Maya script17 that will create a separate new object from the selection, as shown

in figure 2.7 panels C and D. If multiple binding sites are present on a protein, each one

needs to be treated separately and each needs to have a separate geometry.

A B

DC

BSBS

Figure 2.7: Binding site definition. Panel A: using information from UniProt, the sequence
is highlighted (green) on the ribbon representation of the protein (grey). Panel B: from the
superposed mesh, the triangles that best represent the area highlighted are selected (transparent
purple). Panel C: the selected area is cut from the rest of the geometry because they need to
acquire binding properties. For the purpose of this representation the binding site was moved
lateral to the protein. Panel D: representation of both the binding site and the cut protein
surface as solid geometries.

The selection of triangles that will form the binding site is not only dependent on

the binding site sequence, but also on the tiling of the surface itself. The smaller the

triangles that form the surface, the more accurate the selection will represent the real

17The script named DetachSeparate was downloaded from Creative Crash at www.creativecrash.com/
maya/script/detachseparate-mel
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binding site area. Since the number of triangles, the poly count, needs to be kept within

the threshold, increasing the resolution is not an option. The best solution for this issue

is a compromise between accuracy and the goals of the simulation. When the binding

site is known as a well defined sequence, and the simulation aims to give to some insight

on the binding kinetics, then a very restricted selection should be made. For cases where

the binding site is defined as an entire protein domain, the triangles selection can be

made more loosely. Since the protein-protein interaction will only happen in the course

of the simulation when two proteins interact with their binding sites, the binding site

dimension will influence the likelihood of binding. An in depth discussion about this

topic will follow in (subsection 3.2.3).

2.4.3 Reassembly of the protein geometry

I designed the simulator in Unity to be an agent based simulator, in which different

sets of rules affect the behaviour of the proteins at different levels. Using an agent

based approach, is essential in dealing with the combinatorial explosion caused by

the complex formation process. When forming a multi-complex protein assembly, as

explained in details in subsection 2.6.1, the possible protein binding combinations grow

very quickly with the number of proteins involved, making it impossible to encode for all

the combinations prior the simulation. With an agent based approach no encoding of

the sequence in which proteins bind to each other is necessary, but only general rules for

binding need to be encoded.

As explained in more details in section 2.6 the simulation rules be can categorised as

global, local or hyper-local rules, depending on where they are located and what they

affect. For example, while a protein needs to move in space as a whole, only the parts of

the protein geometry that are defined as binding sites need to posses the ability of binding.

In order to be able to make this distinction whilst mantaining a complete geometry that

can move all its parts in the same way, a hierarchical representation of protein structures

is essential. This hierarchy needs to be assembled as shown in figure 2.8: where each

binding site that has been already defined and separated from the main protein geometry

is connected to a root that does not contain any geometry. This root will function as

the behavioural root of the protein, where local rules will be stored. All the separated

binding sites that will hold the hyper-local binding rules, and the main geometry will be
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defined as a child of this root.

Figure 2.8: Hierarchical representation of a protein: as an example the protein SHANK3 is
prepared according to the procedure and the all the five binding sites were separated from the
rest of the protein geometry. The protein was reassembled in a hierarchy using an empty root
and labelling binding sites correctly. Proline Rich Domain 1 and 2 depicted in blue and dark
blue respectively. PDZ domain green, SAM domain yellow and SH3 domain represented in
pink. The rest of the protein geometry is labeled as main and coloured in gray.

It should be noted that for very large proteins, especially if composed of more than

one subunit, it is better to further divide the geometry, and to reassemble it as a hierarchy.

For example, a tetrameric protein can be easily split into the separate subunits allowing

for the threshold limit of 255 triangles to be applied on each subunit, resulting in a

considerable gain in shape accuracy. The same method is advisable for proteins that are

very far from a convex shape. If for example a rod-like protein is bent to assume a C

like shape, it is convenient to divide the geometry into more linear pieces as described in

subsection 2.6.4. Once imported into Unity, colliders used to calculate collisions by the

physics engine are created from the geometry of the protein models themselves. These

colliders will be more accurate the more convex the shape is.

2.4.4 Protein orientations

Last to consider, for the protein models preparation is the orientation of the molecules.

While cytosolic proteins will diffuse in all three dimensions, membrane bound proteins

will diffuse on the membrane’s surface therefore in two dimensions. Membrane proteins

can be either integral in case for example of transmembrane receptors, or peripheral for
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which a domain can associate with the membrane or a lipophilic group can be inserted

into it. The association with the membrane provides a specific orientation for which

membrane bound proteins will diffuse. In order to be able to maintain this orientation

while the protein is diffusing, the orientation needs to be defined a priori in the protein

geometry.

In 3D modelling it is possible to make a distinction between the global coordinate

system and the local one. For global coordinates, often called world coordinate, we refer

to the coordinate system of the entire environment. While for local coordinates we refer

to the coordinate system of an object inside that environment. In this way each object

that populates the world, will have its own coordinate system, as shown in figure 2.9.

Moreover, if an object is represented as a hierarchy, with several parts linked to it, like

in the case of protein B in figure 2.9, each part will have its own local coordinate system.

This distinction between coordinate systems facilitates calculation of relative move-

ments of objects and also allows for a high degree of flexibility during the design of the

object. I used this feature to assign a specific local orientation of the membrane bound

proteins, that will define the local plane in which these proteins will then diffuse. I

decided to reorient the protein in such a way that the local y axis of the protein domain

that is in contact with the membrane is aligned with the global Y axis. Doing so, as

explained in (subsection 2.6.7), defines the 2D plane in which the membrane proteins

will diffuse as their own local x,z plane. Now that the protein models are fully prepared

they are ready to be imported into Unity.

2.5 Simulation container

Depending on the type of simulation that one wants to execute, a simulation container

needs to be designed or imported when available. A simulation container can be either a

simple box or a sphere to a geometry obtained from reconstruction of microscopic imaging.

The container has the function of defining the simulation environment boundaries, its

volume, and whether membrane proteins are present in the simulation to provide the

membrane representation. If a simple box or a sphere is sufficient for the purpose of

the simulation, as in cases where the geometry of the environment is not as important

as its volume, then the container can be created directly in Maya. In cases where a

more detailed representation is needed, geometries of cell compartments or entire cells
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Simulation WorldGlobal coordinate

y
x

z

Container

Prot. A Prot. B

Figure 2.9: Global and Local Coordinate Systems: the global coordinate system is defined as
the Cartesian coordinate system of the word. This means that every object that is placed inside
the word, has its own local coordinate system. As shown for protein B even separate parts
inside an object have their own local coordinate systems. Absolute positions are calculated from
the global coordinate system while relative position, like for example the position of protein A,
can be calculated relative to the container.
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reconstructed from experiments can be found in the literature or from specific databases18.

Once the geometry is created or obtained, Unity needs to define the volume inside the

geometry as the one in which the simulation will occur. This can be achieved in Maya

by simply inverting the normals of the geometry. This operation defines the volume

inside the geometry as empty, allowing it to be populated with the desired proteins. The

boundaries of the simulation will then be automatically defined as the internal surface of

the container geometry, which will also translate to the representation of a membrane,

depending on the simulation.

For containers, the polygonal count threshold imposed for proteins does not apply

since, unlike proteins, the container will not move during the course of the simulation.

Not having a defined limit to the resolution of the container mesh allows the use of

potentially any desired geometry, making this method a highly flexible.

2.6 Simulating protein assembly with the developed

Unity extension T.A.R.S.I.D.

The second part of the pipeline focuses on importing and simulating in Unity the prepared

proteins in the simulator container, adding all the necessary behavioural rules and then

starting the simulation. Those processes were carried out using the Unity extension

T.A.R.S.I.D. which I specifically developed for this work.

There are several advantages in using Unity as a simulator. Firstly, since Unity is a game

engine and in every game calculating collisions is very important, Unity uses a physics

engine that has been developed for fast and accurate collision detections, PhysX.

Another useful feature of Unity, is its modular design, which made it easier to develop

these simulations as agent based. As it will be explained in subsection 2.6.1, this was

crucial in the development of an efficient binding strategy. Another important feature of

Unity is the hierarchical approach to rule definitions. For example, properties can be

defined at a global level and then be extended or overridden at a local level. This allows

for the use of global rules, like rules that define how complexes are made, which affect

all the proteins in the system, and local rules, like binding rules, which are specific to a

single type of protein and affect only a specific binding site.

18http://ccdb.ucsd.edu/index.shtm
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Figure 2.10: T.A.R.S.I.D workflow overview: the simulator container and the protein geome-
tries, prepared as explained in the Maya workflow, are imported into Unity and the desired
behavioural rules are added. A first step called Initialiser is loaded in which all the protein types
are spawned with random positions and orientations. The Initialiser will stop after reaching the
desired stoichiometry for each protein type. The output file with position and rotation is fed to
the Simulator which will start the cycle of mass driven diffusion, collision checking, complex
formation when two entities collide with the correct binding sites, and mass updates as the
sum of the mass of the two entities that form new complexes. The updated mass is fed into the
diffusion rule and the cycle starts again.

68



Chapter 2. Novel approach to modelling protein-protein interactions in biological space

A general overview of the workflow of this Unity extension, T.A.R.S.I.D. which stand

for Translation Association and Rotation of Solid bodies in 2 and 3D, is represented in

figure 2.10 . Once the simulator container and all the protein geometries are imported the

behavioural rules are added. Global rules are added to the simulation environment, while

local rules are added to single proteins, with hyper-local rules added to specific binding

sites. The first step of the simulation, the Initialiser, aims to insert the all required

proteins with the correct stoichiometry inside the container. When each protein type is

present in the system in the desired quantity, the simulation can start. At each time step

the proteins diffuse inside the simulation container while collision events are detected.

In case a collision occurs between binding sites, the possibility of complex formation is

checked. When a complex is formed, the mass of the complex, defined as the sum of the

two colliding proteins, will be updated in the module that drives the diffusion. At the

next time step the complex will diffuse according to the new mass, and the cycle will

start again.

In the following sessions I will explain in detail the rules used in the Initialiser and in

the Simulator and their functioning.

69



Chapter 2. Novel approach to modelling protein-protein interactions in biological space

2.6.1 Agent-based modelling

Agent-based modelling is largely and widely used in different scientific domains (Niazi

and Hussain, 2011). The definition of an agent can vary from domain to domain, but

this modelling approach presents some common characteristics. Firstly, the behaviour of

an agent-based model is defined by a set of rules that applies to its agents. This implies

that each agent decides what to do based on its own rules. Secondly, through only the

use of simple local rules on agents, it is possible to model complex behaviour. Lastly

using this approach it is possible to make stochastic single particle simulations in which

the behaviour of each agent can be tracked individually.

One of the problems that arises from single particle modelling of complex systems is

dealing with the combinatorial explosion of all the possible entities in the system. In the

case of multi-protein complex formation, all the possible intermediate complexes should

be considered as different entities and therefore encoded in the simulation separately,

causing the number of different species in a model to grow rapidly: a phenomenon known

as combinatorial explosion.

An example of combinatorial explosion can be made considering 3 different molecules

that bind to each other: A, B, and C. Firstly, the behaviour of the 3 single molecules

needs to be defined and since all the events are simulated in time is necessary to taken

into accounts all the possible intermediate states. The intermediates in this case are 6

different types of dimers: AB, BA, AC, CA, BC and CB. Lastly, all the possible trimers

need to taken into account: ABC, ACB, BAC, BCA, CAB, and CBA. Resulting in a

total number of 15 different entities.

This estimate is the upper-limit estimate thought as the symmetry of a complex is

not taken into account; for example the dimer AB is equivalent to the dimer BA for the

purposes of this type of simulation, but in this estimate are still considered as different.

As the multi-complex grows accounting for symmetry becomes more complex. Already

in the case of the trimer ABC, where A is bound to B, and B is bound to C, it is equal

to the complex CBA but not equal to ACB, where A is bound to C and not B.

Increasing the number of protomers in the simulation will also increase the number

of different behaviours one should encode, and this number upper-limit (N) can be
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determined by the following expression:

N =
m�

k=1

(m! /(m− k)! ) (2.1)

Where m is the number of starting monomers in the simulation, and k is the

polymerisation state, meaning that for a dimer k = 2, for a trimer k = 3, and so on.

With 5 starting monomers, instead of 3, there are a maximum number of 325 behaviours

to take into account, whereas with 6 starting monomers this number will increase to

1956. It is clear that a classical approach is not feasible when dealing with systems,

like multi-proteins complex formation, that leads to a combinatorial explosion. For this

reason I decided to design the simulator taking advantage of the agent-based modelling

principles, focusing on the monomeric perspective.

Thanks to the modularity of Unity, I could encode different rules at different levels,

as shown in figure 2.11. There are three different types of rules in used in T.A.R.S.I.D. :

Global, local and hyper-local. Global rules are rules that apply to all the proteins, the

agents in the system; examples are: the rule that defines how to form a complex, and the

rules that keep track of the global simulation state and write outputs. Global rules are

located in the simulation environment, where each agent can easily access them. Local

rules are rules that apply directly to the entire protein, like the rule for diffusion, the

rule that defines the protein state and the rule that manages the mass of the protein.

Local rules are applied to each protein on their behavioural root, which holds the whole

protein geometry. Hyper-local rules are located to the binding sites of proteins. For each

protein type, binding rules are defined for each binding site present on the protein. This

allows each binding site to act independently from one another, even on the same protein.

This strategy is very important when a protein can bind two or more different proteins.

Each protein type will start the simulation with the same local and hyper-local rules

setting, but during the course of the simulation, each protein will modify its settings and

consequently its behaviour according to its specific history.

Underneath these layers of rules, lies an extra layer: the Unity physics engine, PhysX.

The main role of PhysX in T.A.R.S.I.D. is to detect all the collisions in the system and

calculate their exit trajectories.
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Figure 2.11: Local and global rules: schematic representation of the different rules in the
simulation. The diffusion module, mass manager, and protein state are local rules, since
they need to affect the whole protein, and are located on the protein behavioural root. The
hyper-local binding rules are located directly on binding sites, allowing each binding site to act
independently from one another, even if on the same protein. On a higher level, global rules
are in place to keep track of the simulation status and to write outputs. Behind everything,
there is Unity physics engine PhysX, mainly used for collision detection.
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2.6.2 Initialiser: spawning and starting positions

Due to the spatial nature of these simulations, the starting position of proteins will

influence the time course of the simulations. Considering, for example, an extreme

case with only two proteins diffusing in a box container: if at time zero both of the

proteins are in one corner of the box, they will have a higher probability of colliding in

a relative short period of time, while if the starting positions are in different corners

of the box, the probability of collision within the same time frame will drop. Since 3D

diffusion is a distant-independent process, given an infinite time, all the proteins will

have exactly the same probability of colliding with each other; the only factor that the

starting position influences, is the collision probability at the beginning of the simulation.

A way to minimise this influence is to randomise the starting positions. As proteins in

these simulations are represented as rigid bodies with a finite volume, when assigning

random positions the volume and shape of each protein need to be considered in order

to avoid interpenetrations. At the start of the simulation, the proteins must be present

in the system with a random position and random rotation without overlapping with

each other or penetrating the container. Calculating such a starting point, leads to non

trivial and computationally expensive iterations of collisions checking and corrective

replacements of the molecules.

In order to produce random starting positions and random orientations, with a lower

computational cost, I created a first step for the simulation, called the Initialiser, in

which proteins are instantiated with the desired stoichiometry. The Initialiser is a short

simulation that uses the same simulation container, but a much simpler set of rules than

the one used during simulations. Each protein type will have an instantiator module

located inside the container, from which the proteins will be spawned one by one, until

reaching the desired stoichiometry. As Unity is a game engine, an efficient way to encode

the Initialiser into the simulation was to encode it as a game level.

Due to the different behaviour of membrane proteins, two different local rules were

created for cytosolic and membrane spawning. Cytosolic proteins after being spawned

from the instantiator module, will start to diffuse in 3D using a simplified diffusion rule

that only uses a vector of constant length but random direction. Cytosolic proteins will

then diffuse in the container and when they will collide, with either another protein or

the container surface, PhysX will calculate the exit trajectories. This simplified diffusion
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allows the proteins to randomly distribute inside the container assuming a random

rotation. The diffusion process will continue until all the proteins are spawned inside the

container. Binding rules and protein state rules are not present in the Initialiser since

the proteins should not be allowed to form complexes at this stage.

Instantiation of membrane bound proteins is more complex, as the membrane, the

surface of the container, can be of any shape and dimension, from a simple sphere to

a reconstruction of a dendritic spine from EM images. However, high flexibility in the

geometry of the container results in an automated procedure to detect the membrane,

one that is not influenced by the concave or convex nature of the surface itself. Moreover,

the membrane bound proteins are in contact with a membrane with a specific orientation,

which also needs to be calculated in respect to the surface curvature.

The accurate implementation of this process, as described in subsection 2.6.7, is time

consuming and not necessary for this first step. For this reason, in the Initialiser I used

a simplified version of the diffusion rule for membrane bound proteins. As explained

in more details in (subsection 2.6.7) my solution for positioning and moving membrane

proteins is based on the ray-casting feature in Unity. Ray-casting is the process where

an invisible ray is cast from an object toward a certain direction for a certain distance.

Once an object is hit by the ray, information about the position where the ray hit and

the normal of the part of surface hit, can be retrieved. From the spawning position a ray

is cast in a random direction for an infinite length. As soon as the ray hits the container

surface it retrieves the information of the point on the surface that has been hit, and

that position is used to place the protein on the membrane. After positioning the protein

on the membrane a rotation is applied in order to align the protein y axis to the normal

of the surface. After being spawned, membrane proteins will diffuse on the membrane.

This is the same principle explained in subsection 2.6.7 but using a 2D vector of constant

length and random direction.

Until all the protein types with the desired stoichiometry are present in the container,

the instantiator module will keep spawning proteins, and the proteins already present in

the system will keep diffusing.

When the stoichiometry is reached, the Initialiser writes the output files. Output text

files are generated for each protein type, containing the position and rotation of each

protein spawned in the scene. These files are then read by the Simulation, and used as

starting positions.
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2.6.3 Simulator algorithm workflow

Once all the data of starting positions are stored into the output data files of the Initialiser,

the Simulation level can be loaded. The Simulation is focused on two major processes:

diffusion and protein-protein interaction. As figure 2.12 shows, the Simulation algorithm

takes as first input the mass of the protein. This is a very important step because

upon complex formation, the diffusion properties of the complex must be recalculated.

Approximation could be done for a binary complex, such as assuming that the diffusion

coefficient of the complex can be approximated to the smaller diffusion coefficient between

the two proteins. Another possibility would be to specify a different diffusion coefficient

for each complex but as explained in subsection 2.6.1 due to combinatorial explosion

the number of intermediate states to define is too high. For this reason, I developed the

diffusion as mass driven, in which diffusion coefficients are estimated by the sum of the

proteins masses, independently from the combination of proteins forming the complex.

As discussed before, a main distinction is done for cytosolic proteins and for membrane

proteins in terms of diffusion. At each time step, cytosolic proteins diffuse in 3D with a

3D translation and 3D rotation, while for membrane proteins translation happens on the

membrane surface in 2D, and rotation is only allowed on a single axis, i.e. one dimension.

Collisions occurring in the simulations can be classified in two types: one in which

two binding sites are involved, and the other where the collision involves everything else

that is not labeled as a binding site. For the latter, the internal physics engine of Unity

PhysX, will calculate the exit trajectories. When two binding sites are involved in a

collision, the local binding rules, located on binding sites, check if both of the binding

sites are available for binding. If so, the rules check if the collision is occurring with the

correct binding partner.

The kinetics of in-solution reactions can be either limited by the diffusion of the

reactant (Smoluchowski, 1916) or by the association constant of the reaction. In cases

where non-diffusion limited associations need to specified, an association probability can

be input. The probability is checked against a random number in order to lower the

overall association speed by the desired amount stochastically. Upon binding the mass of

the complex is updated, via the mass manager, as the sum of the two protein masses

and the cycle continues with a new diffusion step.

In general proteins will diffuse independently from each other, following the translation
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and rotation given by their local diffusion module. Where a protein enters into contact

with the binding site area of another protein, it will trigger a local reaction between the

two proteins involved in the collision. This event triggers a reaction that checks whether

the collision happened between two free binding sites, and whether the two binding sites

are the correct pair according to a local binding rule. If all the prerequisite are fulfilled

then a complex is formed according to a global rule, dependent on both proteins states.
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Figure 2.12: Simulation algorithm workflow: the algorithm takes the mass as input for
calculating the diffusion. If a collision happens the algorithm checks whether a binding site is
involved and if so, whether a complex can be formed. Upon complex formation, the mass of
the complex is updated and a new diffusion coefficient calculated.
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2.6.4 Collision detection and collision exit trajectories

As mentioned before the internal physics engine of Unity, PhysX, takes care of collisions

detection. The geometries need to be interpreted by PhysX in order to compute collisions,

ray-casting and movements, and the interpretation requires colliders, triggers and rigid-

body definitions.

Colliders define the boundaries of an object to the physics engine, meaning that

the shape and dimension of a collider is what the physics engine reads as the shape

and dimension of the object. There are several types of collider in Unity that differ

for geometries, properties and limitations. The most basic colliders are the primitive

colliders, colliders that possess a primitive geometry such as a sphere or a cube. Due to

their simple geometry, computing collisions using primitive colliders is fast, but using

them on complex geometries makes collision detection not accurate.

In Unity there are two colliders that use directly the geometry of the object the collider

is applied to: mesh colliders and convex mesh colliders. While the physics engine is

able to detect collisions between convex mesh colliders, it is not able to do so for mesh

colliders. This implies that mesh colliders cannot be used for moving objects in the

simulation, since the collisions between them will not be detected. Convex mesh colliders

have a 255 triangle limit in the polygonal count of the input mesh, whilst mesh colliders

do not. Convex mesh colliders, as the name suggests, also need to consider the input

mesh as convex. Convex objects are highly suitable for use in collision detections, as

calculations for deciding if two objects are colliding are much simpler compared to concave

objects, making the simulation less computationally expensive. For proteins that possess

a complex geometry that cannot be accurately described with a sphere or a cube, and

that need to move in the simulation environment and interact with other proteins, the

most suitable collider type is a convex mesh collider.

The generation of a convex mesh collider from the imported mesh geometry is done

automatically in Unity. As shown in figure 2.13, for real convex geometry like the letter I,

the resulting mesh collider has the exact same shape as the input mesh. For non-convex

objects, like the letter C, the resulting convex mesh collider is not accurate enough.

The characteristic opening of the letter C has been closed, in order to create a convex

geometry ( grey area in figure 2.13, panel B). If this collider is used in a simulation, no

other object will be able to make contact with the surface that defines that opening.
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Rod-like proteins could share the same problem when a convex mesh collider is

generated. To avoid the loss of important surface contacts, I propose the simple solution

of dividing the protein into separate parts. Using the same principle when defining

a binding site, the surface of the protein can be divided in several parts and then

reassembled into a hierarchy. For each part, Unity will compute a convex mesh collider,

and since the concave curvature of each part is much lower than the curvature for the

entire geometry, the final result is much more accurate. An example of this principle is

shown in figure 2.13, where the letter C has been divided into 4 different parts, labeled

with different colours. The resulted convex mesh collider now shows the opening of the

letter C, meaning that sufficiently small objects will be able to access that area.

Defining a collider for the simulation container is quite straightforward. Since the

container is not required to move but only to sense collisions with other proteins, the

collider of choice was a mesh collider. For mesh colliders, concave or convex shape is not

important, but in this case, the limitation is that a mesh collider cannot collide with

another mesh collider, for which reason mesh colliders cannot be used for proteins.

For its characteristics the mesh collider is the ideal collider for the container: even a

very complex shape derived from 3D reconstruction of microscopy images, can be used

without loss of detail. Once the geometry, created in Maya, is imported into Unity a

mesh collider can be automatically generated.

Another category of colliders are triggers. A trigger is a special type of collider that

has a unique set of messages that are sent upon collision with a trigger. These event

driven messages are sent when a collider gets into contact with the trigger, when it exits

and for the duration of the contact. Triggers are used in this framework to define binding

sites. When a collider enters into contact with a binding site, the trigger starts a process

to check whether a binding reaction can occur or not, according to the binding rules of

the binding site itself.

Colliders define the boundaries of an object for collision detection, but in order for an

object to be influenced by the physics engine, it also needs to be defined as a rigid-body.

With a rigid-body definition, an object trajectory can be influenced upon collision, which

is foundamental in these simulations. Although the trajectory is normally encoded by

the translation part of the diffusion rule (subsection 2.6.5), upon collision the physics

engine overrides the translation module and calculates what is going to happen to the

two molecules that are colliding. If no binding results from a collision, a collision exit
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A B

Figure 2.13: Mesh Collider in Unity. Panel A show an example of a convex object, the letter
I, and an example of a concave object, the letter C. The letter C is presented twice: the grey
C is a single mesh, while the multicolour C has been divided into 4 separate surfaces, labeled
with different colours, and reorganised into a hierarchy. Panel B: the meshes from panel A are
imported into Unity where a convex mesh collider is automatically generated for each mesh.
The tessellation of the convex mesh collider is depicted in green.
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trajectory needs to be calculated. The physics engine takes into account the direction

the velocity and mass of the proteins that are colliding, and calculates the new trajectory

vectors as result of an elastic collision.
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2.6.5 Diffusion rules: translation

For both cytosolic and membrane bound proteins, the first step towards translation is

the calculation of the translational diffusion coefficient. Regardless of whether the object

is composed of one or more proteins, the updated value of the mass is taken from the

mass manager and used in the calculation of the translational diffusion coefficient with

equation 2.2 derived from the work of Young and Carroad (Young and Carroad, 1980).

Dt = 8.34 ∗ 10−8(T/ηM1/3) (2.2)

In which T is the absolute temperature of the system, η is the viscosity of the medium

expressed in cPa, and M is the mass of the protein in Da. This equation was derived

from the Stokes-Einstein equation of diffusion (Einstein, 1905) that in its general form

is:

Dt = kT/6πηr (2.3)

Where the translational diffusion coefficient is calculated from: k the Boltzmann’s

constant, T the absolute temperature of the system, η the viscosity of the medium and r

the radius of the molecule.

Assuming that proteins share a medium partial specific volume of 0.73 cm3/g (Young

and Carroad, 1980) it is possible to derive the relationship between diffusion coefficient

and mass as in 2.2. This equation is used to calculate the diffusion coefficient of cytosolic

proteins. A study on diffusion of membrane bound proteins (McCloskey and Poo, 1986)

shows that on average membrane bound proteins exhibit a diffusion coefficient that is

1000 fold lower than their cytosolic counterparts. Based on this study, I calculate the

diffusion coefficient for membrane bound proteins using the equation 2.2 and afterword

diving it by 1000.

As explained in subsection 1.4.5, the probability distribution of a particle position on

a single axis, is a Gaussian distribution with variance σ2
x = 2Dtt , equation 1.9. It is

possible to calculate, for each time step, an Euclidian vector that has for components

random values taken from a normal distribution with variance 2Dt. For cytosolic proteins

3 different values from that normal distribution are calculated for each time step, for

translating them in 3D space, while for membrane bound proteins, only two values are
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needed, as the translation will happen in 2D space. Since all the membrane bound

proteins are prepared with the membrane binding domain aligned on the y axis, the

2D plane of choice for translation is the protein x,z plane. This plane is a local plane,

meaning that each protein has a different plane orientation in respect to the global axes

of the simulation.

2.6.6 Diffusion rules: rotation

Proteins do not have a sense of direction therefore allowing them to rotate while diffusing

is highly important. While for simulators that model proteins as dimensionless points or

as regular spheres it is not necessary, as soon as asymmetry is introduced, rotation has

an important role. Spheres do not require explicit rotation due to their perfect symmetry

but as soon as a part of the sphere surface is labeled with different characteristics, such

as defining a binding site, the sphere looses its symmetry, and different rotations will

result in distinguishable orientations.

Following the same principle applied to the translational diffusion coefficient, from

the Stokes-Einstein equation for rotational diffusion

Dr = kT/8πηr3 (2.4)

Where k is the Boltzmann’s constant, T the absolute temperature of the system, η

the viscosity of the medium and r the radius of the molecule, it is possible to derive the

relationship between the rotational diffusion coefficient and the mass of a protein, as in

equation 2.5.

Dr = 27.89(T/ηM) (2.5)

In which T is the absolute temperature of the system, η is the viscosity of the medium

expressed in cPa, and M is the mass of the protein in Da. As well as the squared variance

for translation the one for rotational diffusion on a single axis is the following:

σ2 = 2Drt (2.6)

Like for the translation, this was implemented as a rotational vector that has for

components random values taken from a normal distribution with variance 2Dr. While for

83



Chapter 2. Novel approach to modelling protein-protein interactions in biological space

cytosolic proteins the rotation is calculated on each axis, for membrane bound proteins,

the rotation is only allowed on the protein y axis, the axis perpendicular to the membrane,

so a uni-dimensional vector is applied.

In order to better understand the importance of rotation in cases of asymmetrical

objects, I made a simulation in T.A.R.S.I.D. for the simple case of two identical spheres

A and B, each with a 2.5 Åradius. Both spheres have one quarter of their surface defined

as a binding site. If 200 of such spheres were simulated using a mass of 11000 Da to

calculate diffusion coefficients, in only 216.45 msec 95% of the proteins will be in a bound

state, as dimers (as shown in figure 2.14, blue line).

If the rotation module is removed from the simulation, but keeping the ability of the

physics engine to calculate rotations for collision exit trajectories, the time needed to

reach 95% of the proteins in bound state will increase to 339.73 msec ( as shown in figure

2.14red line, labeled as Collisional Rotation). In cases where rotation is not allowed at

all, the orientation acquired by the spheres during spawning will remain constant for

the entire the course of the simulation. This lowers the probability that the two spheres

will collide with the two binding sites and increases the time at which the simulation

reaches the 95% of proteins in a dimeric form, to 640.23 msec. Switching from collisional

rotation to no rotation allowed, almost double the time needed for the 95% of spheres to

be in an efficient orientation for binding, while going from explicit rotation to no rotation

allowed, tripled this time. The time needed for a certain number of proteins to be in a

bound state is directly linked to the binding constant of that binding reaction. Rotation

is clearly playing an important role in accurately simulating binding kinetics as these

simple simulations show.
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Figure 2.14: Influence of Rotation on Binding: simulations of 2 pools, A and B, of 100 spheres
with radius 2.5 Å and 1/4 of the surface defined as a binding site. Binding events can only occur
between the binding site of A and the binding site of B, with a 1:1 stoichiometry. The diffusion
coefficient was calculated using a mass of 11000 Da. Three different simulation setups were
used: all the spheres were allowed to rotate while diffusing (blue line, labeled With Rotation);
the spheres were allowed to rotate after collisions events (red line, No Rotation); and lastly no
rotation was allowed (green line, No Rotation). Horizontal grey line signifies that 95% of the
proteins are in a bound state, while the vertical lines mark the time at which the simulations
reached that state.
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2.6.7 Difference between diffusion on membrane and in cytosol

At each time step, the position of all the proteins in the system is recorded and rotational

vectors and translational vectors are calculated. These vectors are used to update the

rotation and position to each molecule by adding a step length, represented by the

translational vector added to the previous position, and adding a new step rotation to

the previous one.

While for cytosolic proteins this procedure is enough to assure a Brownian diffusion,

it is not the case for membrane bound proteins. As pointed out in the description of

the Initialiser (subsection 2.6.2), the shape of the container can be completely arbitrary,

meaning that its surface does not have to lie on a single plane nor have a fixed curvature.

With this type of surface it is not possible to calculate a priori a translational 2D vector

that will keep the protein on the membrane. Other simulations, such as Smoldyn, avoid

this problem by diffusing membrane bound proteins in 3D and then projecting them

back onto the membrane. My solution to this problem was to introduce a checkpoint

to determine whether the membrane protein is still in contact with the membrane or

not after the diffusion step. In case it is not, the protein is repositioned again on

the membrane using a force vector with module proportional to the distance from the

membrane, and of direction equal to the normal of the membrane surface.

Figure 2.15 shows a graphical representation of the algorithm. Firstly the algorithm

checks whether the protein is correctly in contact with the membrane. To do so, it

checks when the protein enters in collision with the membrane flagging it as bound to

the membrane, and when the protein exits the collision, flagging it as not bound to

the membrane. When a protein is flagged as bound to the membrane it is normally

translated in 2D, on the protein x,z plane and rotated on the protein y axis, with the

same principle explained in subsection 2.6.5 and subsection 2.6.6 respectively.

In cases where a protein is diffusing in an area where the membrane is changing its

curvature, as shown in figure 2.15, even very small changes in direction cause the protein

to detach from the membrane. When this happens, the algorithm flags the protein as

not bound to the membrane and it starts the procedure to reposition the protein on the

membrane. As with the instantiation of proteins on the membrane in the Initialiser, this

procedure uses the ray-casting feature of Unity.

A ray is cast from the protein flagged as not bound to the membrane, in its local y
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Figure 2.15: Diffusion on membrane workflow: After a diffusion step, the algorithm checks if
the protein in the new position is still attached to the membrane. If not using ray-casting a
point on the membrane is found, and with it the distance and the rotation that the protein
needs to undergo are calculated. A force proportional to the distance from the membrane is
applied after the protein is aligned to be perpendicular to the membrane surface. At this point
the protein will take the next diffusion step and the next cycle will start again with a new check
for membrane contact. 87
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direction. When the ray hits the membrane, the normal of the hit face and the distance

between the protein and the hit point are recorded. The protein y axis is then aligned to

the face normal. This rotation sets the protein in the correct orientation, perpendicular to

the membrane, but the protein is still not in direct contact with the membrane itself. The

protein is then pushed towards the membrane with a force proportional to the distance of

the hit point, in the protein’s y direction. Using a force instead of a brute displacement

of the protein on the hit point coordinates, is desirable. Since proteins are defined as

rigid bodies that cannot interpenetrate with each other, using a brute displacement can

lead to errors in collision detections and simulation instabilities. These errors are mostly

floating-point errors on the position of vertices of a recomputed mesh after movement,

leading to small interpenetration of the protein in the membrane. When these small

interpenetrations are identified by the collision detection algorithm of Unity, the proteins

involved are quickly separated from the membrane, as a high velocity collision with the

membrane occurred. Using force instead of brute displacement, completely avoids this

issues and lead to more uniform results.

As soon as the protein collides with the membrane, it is flagged again as bound to

the membrane and is normally translated in 2D and rotated on the protein’s y axis. A

new cycle starts with a new check to determine whether the protein is in contact with

the membrane or not.
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2.6.8 Binding rules: How to create a complex

For complex formation 3 different rules are involved. The hyper-local binding rule on

the binding site of a protein, the binding manager on the protein root and the global

rules of binding that are located in the simulation. The binding rule located on the

binding site of a protein defines the binding partner for that specific binding site, and its

stoichiometry. When two binding sites collide and both sites are available for binding, a

call is made to the global binding rules (figure 2.16). These global rules, which are the

same for all the proteins in the simulation are used to define how the complex will be

formed in the simulation environment and to update the mass of the new complex.

In spatial simulators such as CDS (Byrne et al., 2010), that performs rigid bodies

simulations, a new entity is created when a complex is formed. The single entities, in this

case the two proteins, are physically deleted from the simulation environment, and a new

entity for the complex is created. Depending on the level of detail of the simulation, the

new complex could simply be a sphere with a radius equal to the sum of the two protein

radii, or maintain a more complex shape. In both cases, the simulator needs to introduce

this new object into the environment, deciding its position and for more complex shapes

its orientation. The complex needs to be positioned in the area previously occupied by

the two proteins and rotated in a way that will not create collisions or interpenetrations

with other entities in the surrounding area. In this process of instantiation of the new

complex entity it is usually iterated for a finite number of times and, if no solution is

found, the two single proteins will be re-instanciated and the binding will no longer occur.

In order to avoid these calculations, that become increasingly difficult the more the

complex grows, I decided to not create a new entity upon complex formations, but to

parent the two protein geometries involved in the binding process. Parenting two entities

means that one of the two proteins will become a child in the hierarchy of the other

protein. Using parenting gives the advantage that the proteins are not deleted from the

simulation nor moved. Upon complex formation, the two proteins are locked together

with the exact position and orientation, but they never cede to exist as single entities.

So a complex is a protein that has inside its hierarchy another protein, and like every

other protein, its root has the crucial function of keeping all the rules that affect the

behaviour of the entire protein, or in this case of the complex.

To define which of the two proteins will become the parent, and so the new behavioural

89



Chapter 2. Novel approach to modelling protein-protein interactions in biological space

BS RULE STATE

&

Checking Prot. Partner 
& Prot. States

Collision between
Binding Sites

Prot. A

Prot.B

BS

BS
ROOT

ROOT

BS

NEW ROOT

Complex AB

BS

Figure 2.16: Complex formation workflow: Protein A has a single binding site for interacting
with protein B (purple BS). Protein B on the other hand, has two binding sites, one to interact
with protein A (blue BS), and a second to interact with another protein. When protein A and
B collide with the purple and blue binding sites respectively, the algorithm checks if both BS
are free for binding, and if so checks the state of both proteins and the binding rule for this
binding. A complex AB is then formed and a new root is assigned according to the states of
the proteins.
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Table 2.2: Rule based modelling: States combination

States BTM Bound Alone

BTM Rnd BTM BTM
Bound BTM Rnd Bound
Alone BTM Bound Rnd

Global rules of binding: states combination. When two proteins form a complex, in order to
decide which of the two proteins will be the root of the new entity, states are assigned. The
Bound To Membrane (BTM) state is the one with higher priority, followed by the Bound state
and lastly, the state Alone. Combinations of the same state lead to a random choice of the the
new root (Rnd).

root for the complex, and which will then become the child, I set up a set of rules, the

global rules of binding, that are based on protein states. Deciding the new root, means

to decide which protein will drive the diffusion of the complex. In case of cytosolic

proteins is not really important, but when a cytosolic protein binds a protein bound to

the membrane, is critical that the complex will not detach from it (unless specifically

required).

I established 3 different protein states: Alone, Bound, and Bound To Membrane

(BTM). The states have different priorities: the highest priority is given to the BTM

state, and the lowest to the Alone state. The Alone state represents the monomeric

state of a cytosolic protein. Bound represents the state of a cytosolic protein that has at

least one other protein in its hierarchy. BTM defines a protein bound to the membrane,

regardless of whether other proteins are in its hierarchy. As recapitulated in table 2.2

when two proteins of the same state have to form a complex, the new root is chosen

randomly (Rnd). For any other combination the root is chosen according to the protein

that possesses the higher priority state. For example if a protein in the Alone state has

to form a complex with a protein in the Bound state, the new root will be the protein in

the Bound state, while the protein in the Alone state will become the child.

When the root is chosen, then the mass of the complex is updated on the new

behavioural root as the sum of the root protein and the child protein and the diffusion

module on the child eliminated.
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2.6.9 Velocity clamping rule

According to the MaxwellBoltzmann distribution, the speed of gaseous particles is a

function of the temperature of the system and the mass of the particles (Maxwell, 1860).

Although the distribution applies to ideal gases close to thermodynamic equilibrium, the

mean velocity that derives from it can be used as a reference for a maximum allowed

velocity. The probability density function for the speed, is defined as

f (v) =

�� m

2πkT

�3

4πv2exp

�
−mv2

2kT

�
(2.7)

Where m is the mass of the particle, T is the absolute temperature of the system,

and k is the Boltzmann constant. The mode of this distribution, or the most probable

speed for a single particle is defined as

vp =
�

2kT/m (2.8)

Of course, this speed will be much higher than the most probable speed for any

given protein, but can be assumed as the upper limit that cannot be exceeded. For this

reason I defined a local velocity clamping rule, which is located on each protein on the

behavioural root. The rule is checked when exiting a collision, when the PhysX calculates

the exit trajectory and velocity. When two proteins, or a protein and the container,

exit a collision, the magnitude of the velocity is checked against the Maxwell-Boltzmann

mode speed and, if higher, clamped to its value.

2.6.10 Ending of the simulation

There are two main ways to end a simulation. One common solution adopted by many

simulators, is to decide how long the simulation will last, and then stop the simulation

when the desired time is reached. More interesting possibilities depend on the outcome of

the simulation itself. Since the simulation environment was created taking into account

the biological problem in the first place, the overall state of the simulation is constantly

monitored. Doing protein-protein interaction simulations put the focus on complex

formation, so one possibility that I encoded is to end the simulation when a desired

number of complexes are formed. Taking advantage of the protein states, at any given

time in the simulation it is possible to check if the number of monomers is less than
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a certain percentage. This is very advantageous in cases where the simulation time

required to reach a certain end result is not known. Instead of making several attempts,

the simulation can be simply stopped when, for example, 95% of all the proteins in the

system are in a complex, or in the Bound To Membrane state (BTM). In T.A.R.S.I.D. it

is possible to terminate a simulation either specifying a time limit or a state percentage.

2.6.11 Possible Outputs

Several parameters can be tracked during the course of a simulation. For instance, each

molecule can be tracked singularly, and both position and rotation can be tracked at

fixed intervals. This interval can be each time step of the simulation or any other time

interval considered more convenient. It is possible to write a unique log file for each

protein with position, rotation and the mean squared displacement, calculated according

to equation 1.4 (subsection 1.4.5). The mean squared displacement (MSD) is a useful

indicator for controlling the overall type of diffusion of a protein. Normal diffusions show

a linear relationship between time and MSD during the course of a simulation, while

anomalous diffusions are characterised by deviations from the linearity.

Upon binding events, the positions and rotations of binding partners can also be

recorded in a log file. This data can be useful to create a tridimensional map of the

binding events.

Other interesting parameters that can be retrieved from simulations are the overall

number of collisions and the collisions that resulted in binding events. This type of data

can be used in kinetic studies. Two main ways of counting the total number of collisions

are provided. The first one is specific to each protein, thanks to a local collision counter

module present on each protein. The collision module records the time at which the

protein collides with other molecules in the system, and the respective collision counter.

The second method, is based on binding events. Every time a binding is performed

in the simulation, all the collisions are counted from the collision counter modules on

each protein. A single log file for each simulation is produced with the time at which the

collisions were counted (time of the binding event), the total collision count, together

with its mean, median, and standard deviation. For both methods, collisions between

proteins and the simulation container can be disregarded if desired, so that only collisions

between proteins are counted.
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Another possible output of these simulations are the complexed protein geometries.

Potentially it could be interesting to retrieve the geometry of the multi-protein complex

at the end of the simulation, as a single mesh. A similar result can be achieved by using

the recorded positions and rotations of each of the protein and then re-create in a 3D

software program, like Maya, the last time step of the simulation or even the entire time

sequence. Geometrical data, such as data of the meshes of large complexes generated by

a simulation, can be subsequently used in other simulations.
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People assume that time is a strict progression of cause to effect,

but actually — from a non-linear, non-subjective viewpoint — it’s

more like a big ball of wibbly-wobbly... timey-wimey... stuff.

The Doctor

Doctor Who

In this chapter, I present the validation of the method presented in the previous chapter,

and two studies on binding kinetics.

The validation focuses on the diffusion of cytosolic and membrane proteins for 3D and

2D diffusion respectively (section 3.1). The main validation analysis consists of accessing

the random walk nature of the simulated diffusion, since the method was implemented

as such.

Two studies on binding kinetics follow. The first aims to assess the influence that

different binding site areas have on the kinetics of a binding reaction (subsection 3.2.3).

Two proteins were chosen to represent the two main important shape categories: globular

and rod-like. The effect of different binding site areas were analysed for both proteins

in different experimental setups. The second study shows that shape influences binding

kinetics as well. This study compares the result from the previous one with data from

simulations of primitive geometries, spheres and cylinders, that share the same surface

area or the same volume of the globular and rod-like proteins.

In addition I present validation of the accuracy of the complexes obtained with my

methodology. For this validation, I take advantage of an already established benchmark

for protein-protein docking software, which aim to address the same question: comparing

simulated complexes with experimentally derived structures (section 3.3).
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3.1 Diffusion validation

3.1.1 Introduction

The diffusion validation consists of two parts: the first validates the diffusion of cytosolic

proteins in 3D, the second validates the diffusion of membrane proteins in 2D. When

particles move according to random walk, they display a linear relationship between the

mean squared displacement (MSD) and time, as explained in subsection 1.4.5. Verifying

that the simulated MSD is in linear relationship with the simulation time is a frequently

used test to establish if a simulator is computing an unbiased random walk. In order

to verify the accuracy of the method, diffusion coefficients were recalculated from the

simulated MSD and compared to the theoretical ones used as input.

3.1.2 Methods

All the protein geometries were prepared starting from PDB files according to the

procedure explained in section 2.4, apart from the cytosolic tails of the NMDAR and

AMPAR receptors used for the 2D diffusion validation.The cytosolic tails of these receptors

are intrinsically unstructured, like many other protein termini (Uversky, 2013), therefore

they do not possess a unique structure which can be observed experimentally and then

made available in the Protein Data Bank (Minezaki et al., 2007; Choi et al., 2013). These

cytoplasmic tails were modelled according to data from Chen et al. (2008b), due to the

lack of available structural information (figure 3.3). In their work, electron microscopy

techniques were used to characterise the dimensions of NMDAR and AMPAR tails in

hippocampal dendritic spines (table 3.1).

Diffusion and binding processes were simulated as described in section 2.6. For the

diffusion validation sections, the mean squared displacements (MSDs) were calculated

according to equation 1.5. From the MSD the diffusion coefficients of cytosolic proteins

were calculated with the following equation:

MSD3D = 6Dt (3.1)

in which D is the diffusion coefficient expressed in µm2/sec, and t the time in seconds.

While the diffusion coefficients of membrane proteins were calculated following equation
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Table 3.1: Glutamate receptor cytosolic tails dimension

Protein
Length Width Height sample size
(nm) (nm) (nm) (num)

AMPAR 18 ± 3 10 ± 1 5 ± 1 18

NMDAR 20 ± 2 14 ± 2 16 ± 4 14

3.2.

MSD2D = 4Dt (3.2)

In which D is the diffusion coefficient expressed in µm2/sec, and t the time in seconds.

Data analysis were performed using the statistical package R 3.0.0 (R Development

Core Team, 2013) and plots were produced using the same software program.

3.1.3 3D Diffusion validation

Three different proteins were used for validation of the 3D diffusion: bovine Chymotrypsin

(PDB ID 1YPH), bovine Serum Albumin (PDB ID 3V03), and the rabbit muscle

Glyceraldehide–3-phosphate dehydrogenase (PDB ID 1J0X) (figure 3.1). Experimental

diffusion coefficients for these proteins were taken from the literature (Young and Carroad,

1980).

In the simulations the proteins were translated and rotated according to their mass,

as explained in subsection 2.6.5 and subsection 2.6.6 using equations 2.2 and 2.5. The

simulations were run without a container, giving the proteins a potential infinite volume

to diffuse in, in order to reproduce the dilute experimental reference condition and to

avoid any crowding effects. For each protein, a simulation containing 100 instances was

run for 1800 sec, with a time step of 0.01 sec. For each of the tested proteins, a linear

relationship between time and MSD can be observed, as shown in figure 3.2. The linear

correlation illustrate that the simulator is producing unbiased random walks for proteins

diffusing in 3D.

A comparison of the diffusion coefficients calculated from the simulations (simulated

diffusion coefficient), and the one used as input (theoretical diffusion coefficient) are
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10 Å

GAPDH Chymotrypsin SA

Figure 3.1: 3D diffusion validation proteins: three proteins were used for the validation of
the diffusion in cytosol, GAPDH glyceraldehide-3-phosphate dehydrogenase (PDB ID 1J0X),
Chymotrypsin (PDB ID 1YPH), and serum albumin (PDB ID 3V03). All three proteins were
prepared according to the protein preparation procedure described in the previous chapter.

Table 3.2: Comparison of diffusion coefficients for test proteins diffusing in 3D

Protein
Mass

Simulated Dif-
fusion Coeffi-
cient

Theoretical
Diffusion
Coefficient

(Da) (µm2/sec) (µm2/sec)

Chymotrypsin 21600 87.9 87.6

Serum albumin 67000 60.4 60.2

Glyceraldehide 3 phosphate
dehydrogenase 136800 47.5 47.4

presented in table 3.2. Comparing the diffusion coefficients calculated from the simulations

and the one used as input for calculating the displacement in first instance, is part of a

methodology accuracy test (Andrews et al., 2010). A smaller error between the simulated

and the theoretical diffusion coefficients indicates more accurate simulations.

The diffusion coefficients recalculated from the simulation results reproduce the theoretical

ones used as input well, with a percentage error of 0.34% for chymotrypsin, 0.33% for

serum albumin, and 0.21% for GAPDH. The main source of these errors are probably

rounding errors due to floating point arithmetics in step displacement calculations.
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Figure 3.2: 3D diffusion validation: 100 molecules of chymotrypsin, 100 molecules of serum
albumin (SA) and 100 molecules of Glyceraldehide 3-phosphate dehydrogenase (GAPDH) were
simulated for 1800 seconds with a time step of 0.01s. The MSD for each protein, was calculated
at 1 sec interval for the duration of the simulation, and plotted against time. For each time
point, the standard deviation of the mean was used to estimate the error on the MSD, shown
as light blue error bars with extension mean ± standard deviation. The linear regression line is
shown in purple, R2 = 1 for chymotrypsin and GAPDH, R2=0.999 for albumin.
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3.1.4 2D Diffusion validation

For the 2D validation, I used a coarse grained representation of two glutamate receptors,

the N-methyl-D-aspartate receptor (NMDAR) and alpha-amino–3-hydroxy–5-methyl–4-

isoxazolepropionic acid receptor (AMPAR) (figure 3.3).

NMDAR AMPAR

10nm

Figure 3.3: 2D diffusion validation proteins: two proteins were used in this validation AMPAR
(yellow) and NMDAR (red). Both receptors were modelled based on the experimental data
presented in Chen et al. (2008b) and reported in table 3.1.

Simulations were performed with 100 NMDAR and 100 AMPAR molecules for 1800

seconds, on a spherical container with a radius of 100µm. For each protein species, the

squared displacement was computed every second, and the mean calculated over the

100 molecules for NMDAR and AMPAR. The diffusion coefficients used as input in the

simulation were calculated using a molecular weight of 543480 Da for NMDAR, and

400654 Da for AMPAR. Diffusion coefficients for membrane bound proteins need to be

scaled by a factor of 0.001, as explained in subsection 2.6.5. This resulted in a diffusion

coefficient of 0.033µm2/sec for AMPAR and 0.030µm2/sec for NMDAR. Experimentally

derived diffusion coefficients for these receptors are difficult to estimate, due to the

vast amount of interactions that both receptors have with scaffolding and signalling

proteins in their native environment, a dendritic spine. Nonetheless, these receptors

are less frequently involved in binding and show faster diffusions in the extra-synaptic

space (Choquet, 2003). Different studies show different diffusion coefficients but for both

receptors the fast diffusion happens in a range from 10−1 to 10−2µm2/sec (Bard et al.,

2010; Groc, 2006; Alcor et al., 2009; Ehlers et al., 2007; Groc et al., 2004), which compares

well to the estimated coefficients used as input for these simulations.
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Table 3.3: Comparison of diffusion coefficients for test proteins diffusing in 2D

Protein
Mass

Simulated Diffusion
Coefficient

Theoretical Diffusion
Coefficient

(Da) (µm2/sec) (µm2/sec)

NMDAR 543480 0.030 0.030

AMPAR 400654 0.033 0.033

The Mean Squared Displacement (MSD) is in linear relationship with time, evidence

of an unbiased random walk for both receptors as shown in figure 3.4. The diffusion

coefficients calculated from the simulation results are equivalent to the ones used input

in the simulations, verifying that the simulator is performing correctly and consistently

in cases of 2D diffusion (see table 3.3).

For membrane receptors like NMDAR and AMPAR, experimentally derived diffusion

coefficients shows that they can diffuse faster or slower depending on the physical

location of the receptors, as discussed above for synaptic and extra-synaptic environments.

Membrane receptors can also show different types of diffusion. While a diffusion that

shows a linear relationship between MSD and time is categorised as normal, two other

types of diffusion are known, generally called anomalous diffusion: superdiffusion and

subdiffusion. A molecule superdiffuses when its MSD has a non-linear relationship with

time, and the MSD increases over time; it subdiffuses, when the MSD decreases over

time in a non-linear relationship (Dix and Verkman, 2008). The latter is more common

for membrane receptors and seems to be caused by interactions with lipids and other

proteins (Saxton, 1994) (Saxton, 1996).

One of the main features of the method developed in this thesis is its flexibility in

terms of geometries used in the simulation. Proteins as well as the simulation container

itself have arbitrary geometries. To assess that the use of a non-uniform container will

not affect the behaviour of the proteins that diffuse on its surface, I performed a test

using an irregular container for the simulation of NMDA and AMPA receptor diffusion.

The sphere used as container in the previous test was deformed in Maya using a sinusoidal

wave deformer resulting in the geometry presented in figure 3.5. The simulations were

analysed as for the previous test and the results are reported in figure 3.5. Although

using an irregular container could potentially cause accumulations of diffusing molecules

in its concave parts, resulting in erroneous anomalous diffusions, the simulated diffusion
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Figure 3.4: 2D diffusion of membrane receptors: 100 AMPAR and 100 NMDAR were simulated
for 1800 seconds, with a time step of 0.01 sec. The MSD was calculated at 1 sec interval for
the duration of the simulation for each protein, and plotted against time. For each time point,
the standard deviation of the mean was used to estimate the error on the MSD, shown as light
blue error bars with extension mean ± standard deviation. The linear regression line is shown
in purple, R2 = 1 for both AMPAR and NMDAR.

resulted in an unbiased random walk. This demonstrates that the simulator does not

create abnormalities in the 2D diffusion of proteins when irregular surfaces are used.

Moreover the recalculated diffusion coefficients from the linear regressions were the same

as before and they accurately reproduced the diffusion coefficients used as input.
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Figure 3.5: 2D diffusion of membrane receptors on rough surface. The spherical container
was deformed using the nonlinear sine deformation algorithm of Maya. Simulation setups and
representation as for figure 3.4
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3.2 Study on protein-protein association kinetics

3.2.1 Introduction

Protein associations are the core of signal transduction and therefore at the base of

every physiological processes. To study the kinetics of a reaction, or the velocity of

a reaction, firstly one must analyse the time course of the reaction in respect to the

reactant or the products (Marangoni, 2003) and then determine its rate constant. Rate

constants are a concentration independent measure of the velocity of a reaction, which

makes them a very good parameter for comparison of different reactions and different

condition setups. In order to calculate rate constants the rate equation of the reaction of

interest, must be evaluated. The rate equation is a quantitative expression of the change

in concentration of reactant or product molecules over time. For a generic reaction like

the one in equation 3.3 the rate equation will be formulated as in 3.4 .

aA+ bB → cC (3.3)

rate = −1

a

d[A]

dt
= −1

b

d[B]

dt
=

1

c

d[C]

dt
(3.4)

The rate equation can be equally expressed as in the disappearance of the reactant or

the appearance of the products over time. Considering, for example, one of the reactants,

the rate equation can be expressed as follow:

rate = −1

a

d[A]

dt
= k[A]a (3.5)

where k is defined as the rate constant of the reaction in equation 3.3. By integration

of the rate equation, is possible to obtain an expression that describes the variation of

the reactant concentration over time, and the calculation of the rate constant k. For

bimolecular reactions like the one used in these simulations, the integrated equation is

expressed in 3.6.

1

[At]
=

1

[A0]
+ kt (3.6)

Where [At] is the concentration of the reactant A at time t, and [A0] is the concen-
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tration of A at time t = 0 . Plotting the inverse of the time dependent concentrations of

the reactant A over time will generate a linear plot, in which the slope of the curve is

the rate constant k.

The binding of two proteins is influenced by many factors. According to collision

theory, the first step of any interaction is the collision between the two proteins, yet

not all the occurring collisions result in a binding event. In order for two molecules to

bind, they need to be in the correct orientation and possess a sufficient amount of energy

to overcome the activation energy (Upadhyay, 2010). In the method presented in this

thesis, energy levels are not explicitly modelled, while orientation has a major impact on

the result of these simulations. For example, if two proteins A and B were to react in a

simulation to give the complex AB (figure 3.6) upon collision not all the orientations

of the two proteins will lead to complex formation, but only the one involving the two

binding sites will be successful collisions.

With this premise, it is obvious that the definition of the binding site area will influence

the number of collisions that will be considered successful collisions. The bigger the area,

the more likely it is for two molecules to collide with the correct, binding site to binding

site, orientation.
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Prot. A

Prot.B

BS

BS

Collision 1 Collision 2 Collision 3

Figure 3.6: Collision Efficiency. Protein A and protein B form a complex AB interacting by
their binding site (labeled BS) but not all the collisions between the two result in the complex
formation. Only when the two binding sites collide with each other, as represented in collision
1, the collision is considered efficient and lead to complex formation.
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3.2.2 Methods

Diffusion and binding processes were simulated as described in section 2.6. Data analyses

were performed using the statistical package R 3.0.0 (R Development Core Team, 2013)

and plots were produced using the same software program.

3.2.3 Influence of binding site area on binding kinetics

To study in details the effect that different binding site areas have on the amount of

successful collisions and ultimately on the binding kinetics, I set up a series of simulations

for two different dimerisation reactions. One dimerisation reaction occurs between the

two globular monomers of the beta-ketoacyl-acyl carrier protein synthase III (FabH)

(PDB ID 1EBL), and the other one occurs between the two monomers of the rod-like

protein insect antifreeze protein (AFP) (PDB ID 1EZG). These two proteins were selected

for this study since they both form dimers, and their experimentally solved geometries

highly resemble one of a sphere (FabH) and the other one of a cylinder (AFP). These

characteristics make the two proteins a good choice not only for kinetic studies but also

for a comparative study with primitive geometries (as described in subsection 3.2.4 ).

The two monomers were prepared as described in section 2.4 and for both monomers,

4 different instances were prepared with 4 different binding site areas. One binding site

area was defined as the entire protein surface, allowing the entire protein area to be

available for binding. Another instance was prepared with about half of the protein

surface defined as binding site, and others were defined with a big and a small binding

site area. The percentages of protein areas defined as bindable for each monomer are

shown in table 3.4. The difference in percentages between the two proteins is due to

the different tessellation of the two meshes and their low poly count, for which adding a

triangle more on the selection creates a considerable difference in the percentage of the

selected area.

The simulations were carried out in a cubic container of dimensions 160x160x160 nm3

until 95% of the monomers had reacted to form the dimeric complex. Three different

sets of conditions were also considered. First a classic homodimerisation reaction was

encoded in the binding rules of the monomers according to the following equation:

2A → C (3.7)
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Table 3.4: Different binding site areas defined for FabH and AFP

Binding Site Area Percentage of FabH Area Percentage of AFP Area

All 100 100

Half 53.5 43.1

Big 44.2 33.2

Small 15.7 12.7

Table 3.5: Condition setups for the influence of binding site area on binding kinetics simulations

Setup Label Reaction Equation Monomer Concentration (# of molecule)

2A 2A → C 200A

2A HalfCon 2A → C 100A

A+B A+B → C 100A + 100B

In which 2 instances of the protein A form the complex C, the homodimer. The

first condition setup is defined by this type reaction and a concentration of monomer

used as 200 molecules. The second setup also uses the same reaction type, but half the

concentration of the monomer. In these two conditions, each protein is able to bind every

other protein in the system, since they are all exactly equivalent. The third condition

setup uses a different reaction rule which is encoded by the following equation:

A+ B → C (3.8)

Equation 3.8 is a classical bimolecular reaction, in which two different molecules A

and B react to form a complex C. In this setup, the monomers were divided into two

pools, one labeled as A and the other as B. The product C of such a reaction is identical

to the one encoded using equation 3.7 but in this case a monomer labeled as A is only

able to interact with one labeled as B and vice versa. Interactions A-A or B-B are

not permitted in this setup. The concentrations used for this condition setup were 100

molecules of monomer A and 100 molecules of monomer B. The three condition setups

with the respective monomer concentrations used are summarised in table 3.5.

Twelve simulations were carried out for each homodimer with the four different
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binding site areas, (table 3.4), in the three different conditions (table 3.5). From time

course analysis of the simulations the influence of binding site areas on collision efficiency

is reported in figure 3.7 for the globular protein FabH, and 3.8 for the rod-like protein

AFP. The plots show the inefficient collisions which are expressed as the number of

collisions that did not result in a binding event. As expected both proteins show the

same trend: increasing the binding site area decreases the number of inefficient collisions

to almost zero when the entire protein surface is defined as binding site (labeled All,

red line for both plots). Suggesting that when the entire protein is defined as bindable,

almost all the collisions in the system result in a binding event, which does not accurately

reflect with experimental evidence (Upadhyay, 2010).

Although it is clear that changes in the amount of surface defined as binding site

influence the overall collision efficacy, it is interesting to study in more details its influence

on the binding reaction kinetic.

For both proteins and each simulation setup, a linear plot was created following

equation 3.6 and the respective rate constant was calculated from the coefficient of each

linear regression. In order to present the results in a more compact way, a histogram

with all the calculated rate constants was created for both proteins (figure 3.9 a and

3.10 b). From the plots in figure 3.9 and 3.10, it is clear that for both proteins, the

bigger the binding site area the faster is the binding reaction. In all cases the association

rates are higher than the experimentally calculated ones, which range from 103 to 109

M−1sec−1 (Schreiber et al., 2009). This discrepancy could be due to an over estimation

of the protein diffusion rate in the simulation volume, that could lead to a faster kinetic.

Moreover a clear difference in the association rates between FabH and AFP can be

appreciated comparing figure 3.9 and 3.10. In all the settings FabH shows much higher

association rates compare to the rod-like protein AFP. This discrepancy could be cause

by not only to different diffusion rates, but also to the significant difference in geometry

conformation of the two proteins that, as shown in the following section, can have an

impact on the binding kinetics as well.
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Figure 3.7: Dependency of the collision efficacy for the FabH protein with the defined binding
site areas: Time course of the collision efficacy calculated as the number of occurred collisions
that did not result in binding events, for a globular protein FabH. Twelve experiments were
carried out with four different binding site areas (all, half, big and small) in three different
conditions ( 2A, 2A HalfCon and A+B). Lines with a slope close to zero indicate that all the
occurred collisions resulted in a binding event, while for inclined lines the number of inefficient
collision increases over time. Differences in the duration of the simulations are due to difference
in kinetics, since every simulation was stopped when 95% of the monomers reacted.
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Figure 3.8: Dependency of the collision efficacy for the AFP protein with the defined binding
site areas: Time course of the collision efficacy calculate as the number of occurred collisions
that did not result in binding events, for a rod-like protein AFP. Twelve experiments were
carried out with the same setup as in figure 3.7.
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3.2.4 Influence of shape on binding kinetics

Apart from the influence of different binding site area, the effect that different shapes

have on the binding kinetics is another important factor to analyse. More specifically I

aimed to investigate the difference between using the models prepared according to the

proposed method in this thesis (section 2.4), and a simple primitive geometry such as

spheres and cylinders. Since FabH is a globular protein, its assigned primitive geometry

was a sphere, while for the rod-like protein AFP a cylinder was chosen. For each type of

primitive geometry two different models were created: one calculated to be equivalent in

volume and one calculated to be equivalent to its surface area. From the PDB geometries

of FabH and AFP(produced following the methodology reported in section 2.4) volumes

and surface areas were calculated. Then two spheres were created for FabH: one with the

same volume of the FabH PDB geometry (equivalent volume), and one with the same

surface area of the FabH PDB geometry (equivalent area). The same process was applied

to AFP in which two cylinders were created to be equivalent in volume and in surface

area to the AFP PDB geometry.

In order to fully compare the simulations presented in the previous section, the same

binding site areas setups (as in Table 3.5) were defined for each equivalent sphere or

cylinder, resulting in a total of 36 different simulation setups.

Overall for the globular protein FabH, reducing the protein shape to a sphere seems

to have a greater effect the smaller the defined binding site area, as shown in figure 3.11.

Also intrinsically slower reactions like A+B seem to increase the effect that different

shapes have on the binding kinetics. For the fast reactions like the one with 2A kinetic

and with more than 45% of surface area defined as binding site, the equivalent area

sphere perform similarly to the PDB based model. While with slower reactions, like the

one involving small binding sites, the PDB model shows the slowest kinetics.

A similar effect can be seen for the protein AFP, figure 3.12. For all the conditions

except for the one that involved the entire protein surface defined as binding site, the

PDB based model shows a slower kinetic compared to the equivalent area and equivalent

volume models. For AFP, when the binding site area was defined as the entire surface, the

model that performed similarly to the PDB based one was the equivalent volume. This

finding is in contrast to the protein FabH, for which the equivalent surface area models

showed a similar behaviour to the PDB models. A possible reason for this difference is
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the difference in dimension of the two models: the cylindrical equivalent surface area

models were bigger than the equivalent volume models, resulting in a higher collision

probability. Since the binding sites were defined as the entire protein surface, all the

collisions between the objects resulted in a binding event, causing to the bigger geometry

to display the fastest kinetics.

From collision theory, it is possible to estimate the amount of collisions in a system

over a certain period of time. For the estimate, the molecules are considered as rigid

spheres and moving with a velocity proportional to their mass. In case of a system

composed only by a single type of molecule, the number of collisions per second or the

collision frequency is calculated with the following equation (Upadhyay, 2010):

CollisionFrequency = 2σ2n2
�
πkbT/m (3.9)

In which σ is the diameter of the molecule, n is the number of molecules in the system

per unit of volume, kb is the Boltzmann constant, T is the absolute temperature of the

system, and m is the mass of the molecule.

Comparison of the collision frequency calculated from theory and the simulated

collision frequency of the system, can give insight on the simulation accuracy. For each

simulation setup previously discussed, the collision frequency was calculated as the total

number of collisions in the system at the end of the simulation divided by the simulation

time. Data are divided in two plots, one for the globular protein cases, and one for

the rod-like (figure 3.13 and 3.14, respectively). Four theoretical collision frequencies

were calculated for each plot using different molecule diameters and molecules numbers:

the frequency calculated with equivalent volume sphere diameter at normal, and half

concentration; and the frequency calculated with the equivalent area spheres at normal

and half concentration. The same principle was applied for the rod-like cases.

This analysis shows that the simulated collision frequency are indeed in the same range

as the ones calculated from collision theory. Moreover the analysis indicates that the

binding site areas does not play a role in the overall collision frequency, confirming that

the different binding kinetics reported in the previous paragraph are due to changes

in the amount of efficient collisions. Differences between the simulation conditions are

seen when different shapes are used, in particular for the case of the globular protein

FabH and its two equivalent spheres: for the three experimental conditions the PDB
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Figure 3.11: Effect of shape on binding kinetics for the globular protein FabH: data are
split between the different simulation conditions (2A: bimolecular reaction of type 2A → C
with initial concentration of 200 molecules, 2AHalfConc same reaction but with a starting
concentration of 100 molecules, A+B bimolecular reaction of type A + B → C with initial
concentration of 100 molecules of A and 100 molecules of B) and different binding site areas
(different percentages of the overall areas defined as binding site are reported in table 3.4 ). For
each condition the binding kinetics for the three different geometries are reported: labeled as
PDB is the geometry calculated from the PDB, EQ Area is a sphere with an area equivalent to
the PDB model, while EQ Vol is a sphere with a volume equivalent to the PDB model.
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Figure 3.12: Effect of shape on binding kinetics for the rod-like protein AFP: data are split
between the different simulation conditions and different binding site areas as for figure 3.11.
For each condition the binding kinetics for the three different geometries are reported: labeled
as PDB is the geometry calculated from the PDB, EQ Area is a cylinder with an area equivalent
to the PDB model, while EQ Vol is a cylinder with a volume equivalent to the PDB model.
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derived model shows a higher collision frequency compared to the equivalent volume

and equivalent area spheres. This is in itself an indication that shape plays a role in

the binding dynamics already influencing the overall collision frequency of the molecules.

The increase in collision frequency is probably due to the irregular shape of the PDB

derived geometries, that thanks to their protrusions are more likely to get in contact

with other molecules.
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Figure 3.13: Comparison between simulated collision frequency and theoretical for globular
shapes: collision frequency for the different shapes ( PDB derived in blue, equivalent volume
sphere in red, and equivalent area sphere in green) were calculated for the different binding
sites (all, half, big, small as in table 3.4) as the number of total collisions in the system divided
by the simulation time. Theoretical frequencies were calculated according to equation 3.9 and
adjusted for the simulation volume. Red solid line represent the theoretical frequency calculated
with equivalent volume sphere diameter at 200 molecules concentration, while red dashed line is
for the half concentration (100 molecules); the green lines represent the frequencies calculated
with the equivalent area spheres at normal (solid line) and half concentration (dashed line).
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Figure 3.14: Comparison between simulated collision frequency and theoretical for rod-like
shapes:collision frequency for the different shapes were calculated for the different binding sites,
as the number of total collisions in the system divided by the simulation time. Theoretical
frequencies were calculated according to equation 3.9 and adjusted for the simulation volume.
Red solid line represent the theoretical frequency calculated considering the equivalent volume
at a concentration of 200 molecules, while red dashed line is for the half concentration (100
molecules); the green lines represent the frequencies calculated with the equivalent area at
normal (solid line) and half concentration (dashed line).
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3.3 Complex formation validation

3.3.1 Introduction

To assess the performance of the method with regards to complex formation, I took

advantage of an already well established method used for protein-protein docking bench-

marking. Protein-protein docking is the computational modelling of the quaternary

complex formed by two or more proteins from the crystal structures of the separate units.

The benchmark used for protein-protein docking consists of a set of test cases for which

the experimentally solved structure of a complex and its separate subunits are available.

The separately solved subunits are used in the simulations and the resulting complex is

compared with the experimental one.

Protein-protein docking started in 1991 with the work of Shoichet and collegues (Shoichet

and Kuntz, 1991) and currently several software programs are available to perform this

type of calculations, importantly: Z-Dock (Pierce et al., 2011), RosettaDock (Gray

et al., 2003) and GRAMM-X (Tovchigrechko and Vakser, 2006). Despite some differences,

all of them use a scoring function to drive the complex formation based on residue

contacts, shape complementarity, force field based free energy estimations, and clustering

coefficients. All the parameters of the scoring function are calculated from the atomic

protein coordinates and data stored in the PDB files of the separate units. The only

information required to compute a three dimensional structure of a binary complex is

the structure of the two separate subunits.

A first standardised benchmark was made publicly available in 2002 in order to

compare how well different protein docking methods performed. This benchmark, known

as Benchmark 0.0, consisted of 54 binary complex test cases. Each test case comprises of a

PDB structure of the complex used as the experimental reference, and the two separately

solved crystal structures of the two proteins forming the complex used as input for the

protein-protein docking calculation. Performance assessment between different methods

is carried out by comparing the experimentally solved geometry of the complexes and the

one obtained with the docking software. The comparison is made by superimposing the

modelled complex with the experimental one and subsequently calculating the average

distance between the two. This distance parameter termed RMSD, for Root Mean
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Squared Displacement is calculated as in equation 3.10.

RMSD(v, w) =

���� 1

n

n�

i=1

(vix − wix)2 + (viy − wiy)2 + (viz − wiz)2 (3.10)

The RMSD is a pairwise squared distance calculated between each atom in the

modelled complex vi and its corespondening atom in the experimental complex wi. The

squared distances are averaged and the RMSD is defined as its square root. Usually, the

RMSD is calculated only between the Cα atoms forming the protein backbone, since

these are less sensitive to thermal motion and therefore more informative for detecting

conformational changes.

The benchmark used for the validation of the complex formation in my methodology

is the 2012 update of Benchmark 4.0 (Hwang et al., 2010) which includes 176 test

cases divided into three categories: rigid-bodies, medium difficulty and difficult. These

categories are classified based on the iRMSD score of the proteins. The iRMSD performs

a superimposition of the two considered structures prior the normal RMSD calculation.

The iRMSD will always return the minimum RMSD for that protein pair, independently

of how distant two proteins can physically be, and because of this it is used as a score of

the conformational changes between the monomer in the unbound and bound state.

Proteins classified in the rigid-body category have an iRMSD score lower than 1.5 Å

and almost do not undergo conformational changes, and for this reason is considered the

easiest category. Proteins in the medium difficulty category present a conformational

changes between the bound and unbound state in the range of 1.5 and 2.2 Å. For

the category labeled as difficult, the iRMSD scores are higher than 2.2 Å. The higher

the iRMSD score, the bigger the conformational change, and the more challenging the

prediction of how the two proteins will bind is.

Not all the PDB found in Benchmark 4.0 were suitable to be used for the validation of

the complex formation procedure of my method. In my method proteins are represented

as simplified surfaces, meaning that the level of detail encoded in each geometry is

limited. When peptides and small proteins are converted into these simplified geometries

too much information is lost to make a clear definition of a binding site, due to their

small dimensions. For this reason, I decided to not consider test cases from Benchmark

4.0 that involved proteins with less than 150 amino acids or peptides. As described
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in subsection 2.4.2, the binding site definition proposed for this method, is based on

sequence information found in UniProt. Therefore all the test candidates required binding

site annotations for both monomers in UniProt.

The following three cases were selected: the holoenzyme of human protein casein

kinase II (1JWH), the Ras-related protein SEC4 in complex with Rab-GDI (1HE8), and

RAS G12V in complex with PI3-Kinaseγ (3CPH). The first complex 1JWH is part of the

rigid-body category, while 1HE8 and 3CPH belong to the medium complexity category.

3.3.2 Methods

Superposition and RMSD calculations are a standard operation for proteins. Even

though algorithms for these calculations are available for the major proteins visualisation

software, like VMD (Humphrey et al., 1996) and Chimera (Pettersen et al., 2004),

these software could not be used for this validation since they do not support RMSD

calculation and superposition of surfaces. For this reason I implemented this validation in

Maya. For each of the three selected complexes 100 complex formations were simulated

and analysed. The analysis consists of two separate steps, similarly to the calculation

of iRMSD: superposition and RMSD calculation. A superposition was performed in

order to overlap one of the subunits in the simulated complex with its counterpart in

the reference complex structure. The rigid-body nature of the proteins in my method,

and the binding strategy that does not convert proteins into a different object upon

binding, allow protein geometries to be exactly the same in the unbound and the bound

state. This had convenient repercussions not only for the superposition, for which the

rotational and translation matrix were calculated based on three vertices only, but also

for the calculation of the RMSD. The RMSD was calculated between the simulated and

the reference structure for each vertex of the surface according to equation 3.10 and

averaged between the 100 replicates.

Protein images were also performed in Maya, while RMSD plots were performed in R.

3.3.2.1 Protein models for complex 1HE8

The complex 1HE8 is formed by the human GTPases Ras and the human phosphoinositide

3-kinases gamma (PI3Kγ) (Pacold et al., 2000). The PDB for the experimentally solved

single subunits are 1E8Z and 821P for PI3Kγ and Ras respectively.
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1E8Z PDB file was loaded in Maya using the mMaya plugin and the surface was

generated following the procedure described in subsection 2.4.1 resulting in a single mesh

of 228 polygons (figure 3.15 panel A, in green). The binding site for Ras is annotated

as PI3K-RBD (Ras Binding Domain)in the PI3Kγ UniProt entry (UniProt ID P48736).

The 93 amino acids long sequence of the RBD was mapped onto the mesh resulting in a

binding site consisting of 17 polygons.

The geometry for Ras (PDB ID 821P) was obtained with the same procedure resulting

in a mesh consisting of 218 polygons (figure 3.15 panel A, in blue ). The binding site for

PI3Kγ , labeled in UniProt as Effector Region, consists of 9 amino acids and resulted in

a binding site comprising 8 polygons(UniProt ID P01112).

3.3.2.2 Protein models for complex 3CPH

The 3CPH complex, like 1HE8, is also part of the medium difficulty category of Benchmark

4.0. The complex is composed of the Ras-related protein SEC4, and the Rab GDP-

dissociation inhibitor, both from Saccharomyces cerevisiae.

The crystal structure of the GDP dissociation inhibitor Rab in its unbound state is

3CPI. The protein was prepared as in subsection 2.4.1 resulting in a mesh surface with a

polygonal count of 207. The Rab protein, which is 451 amino acids long, has its binding

site annotated in UniProt as a sequence of 26 amino acids (UniProt ID P39958) that

resulted in a selection of 11 polygons as shown in figure 3.17 panel A, coloured in red

with binding site in blue.

The structure used for the protein SEC4 is 1G17. The protein is 213 amino acids long

and its binding site, as reported in UniProt, is 9 amino acids long (UniProt ID P07560).

The prepared mesh resulted in a geometry with a polygonal count of 212 with a binding

site of 9 polygons, figure 3.17 panel A, coloured in blue with binding site in red.

3.3.2.3 Protein models for complex 1JWH

Complex 1JWH is the human protein casein kinase II. The separate subunits for this test

case are 3EED and 3C13, for the regulatory subunit (already in a dimeric form) and the

catalytic monomer respectively. The PDB files were imported into mMaya for the low

poly generation of the surfaces. The obtained geometries were simplified according to

subsection 2.4.1. The final surfaces had a poly count of 456 and 230 for 3EED and 3C13
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respectively. Each of the two monomers present in 3EED (250 amino acids in length)

interact with the catalytic subunit via an area annotated in UniProt (ID P67870) as a

sequence of 6 amino acids (figure 3.19 panel A, binding sites coloured in pink). While

3C13 (337 amino acid in length) interacts with each regulatory monomer via a sequence

of 6 amino acids (UniProt ID P68400).

After generating the simplified geometries for 3EED and 3C13, using the ePMV extension

for Maya, the binding site information was mapped onto each surface. Two binding sites

were extracted for 3EED: 13 polygons for chain A and 8 polygons for chain B. This

difference in number is due to the different mesh tessellation of the two subunits. The

3C13 binding site is composed of 6 polygons (figure 3.19 panel A, binding sites coloured

in blue and yellow).

3.3.3 Analysis of complex 1HE8

Complex 1HE8 is formed by the human GTPases Ras and the human phosphoinositide

3-kinases gamma (PI3Kγ) (Pacold et al., 2000). The PDB for the experimentally solved

single subunits are 1E8Z and 821P for PI3Kγ and Ras respectively.

The RMDS was calculated after the superposition and plotted for the 100 complexes

as shown in figure 3.16. The mean RMSD value was calculated for a better comparison

between test cases. The mean RMSD for the 1HE8 complex is 33.6 Å, with a standard

deviation of 8.3 Å.

After superposing all the simulated complexes on their PI3Kγ subunit, the orientation

and position of Ras with regards to the kinase is the only parameter that distinguishes

complexes. To graphically represent the test case performance, in figure 3.15 panel

C all the superposed complexes are shown with an increased transparency of the Ras

subunits. The use of transparency allows a better recognition of the areas that are

densely populated, while the mesh around it shows the extreme boundaries of the Ras

subunit location.
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Figure 3.15: Benchmark case 1HE8: geometries. Panel A: separate geometries of Ras
represented as a mesh surface in blue, with its binding site for PI3Kγ coloured in green; and
PI3Kγ in green with its binding site for Ras colour in blue. Panel B: structure of the complex
from 1HE8. Panel C: all the 100 simulated complexes superposed on the PI3Kγ subunits.
For a better understanding of the different orientation of Ras on the PI3Kγ binding site, the
transparency of Ras was increased so that only highly occupied area will be coloured in blue.
The mesh around the high density blue area represents the external boundary of space occupied
by Ras.
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Figure 3.16: Benchmark case 1HE8: RMSD. Each dot represent the RMSD calculated between
a simulated complex and the reference structure derived from the PDB 1HE8. The mean RMSD
calculated over the 100 complexes is shown as a red line, value 33.6 Åwith a standard deviation
of 8.3 Å.
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3.3.4 Analysis of complex 3CPH

The 3CPH complex, like 1HE8, is also part of the medium difficulty category of Benchmark

4.0. The complex is composed of the Ras-related protein SEC4, and the Rab GDP-

dissociation inhibitor, both from Saccharomyces cerevisiae.

A B C

50 Å

Figure 3.17: Benchmark case 3CPH: geometries. Panel A: separate geometries of Rab in red,
and SEC4 in blue. The respective binding sites are coloured as the binding partner. Panel B:
complex reference structure obtained from the PDB 3CPH. Panel C: all superimposed simulated
structures. The superposition was carried out overlapping the Rab subunits. The transparency
of the SEC4 subunits was increased so that only highly occupied area will be coloured in blue.
The mesh around the high density blue area represent the external boundary of space occupied
by SEC4.

The RMSD calculated for each simulated complex is represented in figure 3.18.

The RMSD mean value is 32.4 Å, with a standard deviation of 6.3 Å. A graphical

representation of this test case is shown in figure 3.17 panel C, in which the Rab subunit

of each complex was superposed, and the variability in the orientation is presented by

the position and orientation of the protein SEC4. SEC4 transparency was increased and

the outer boundary of SEC4 positions is depicted by the mesh that surrounds it.
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Figure 3.18: Benchmark case 3CPH: RMSD. Each dot represent the RMSD calculated
between a simulated complex and the reference structure derived from the PDB 3CPH. The
mean RMSD calculated over the 100 complexes is shown as a red line, value 32.4 Åwith a
standard deviation of 6.3 Å.
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3.3.5 Analysis of complex 1JWH

Complex 1JWH is the human protein casein kinase II. This protein is a holoenzyme

formed by two identical regulatory subunits stably linked together (figure 3.19 panel

A, coloured in blue and yellow) and two identical catalytic subunits (figure 3.19 panel

A, in pink). While all the test cases in Benchmark 4.0 are designed to be only binary,

meaning that only two subunits participate in the binding, 1JWH is composed of 4

subunits. According to Benchmark 4.0 only one catalytic subunit should be considered,

but I decided to take both subunits into account in order to assess how the pipeline

performed in a more complex scenario.

A B

C
50 Å

Figure 3.19: Benchmark case 1JWH: geometries. Panel A: separate geometries of the complex
1JWH. The regulatory subunits are represented in the dimeric form as in yellow and blue for
chain A and B respectively; their binding site for the catalytic subunits are coloured in pink.
The two catalytic subunits are represented in pink and their identical binding sites are coloured
in yellow and blue; this was done to emphasise the binding to each of the regulatory subunits,
and no distinction was made in the binding rules between the sites. Panel B: complex reference
structure obtained from the PDB 1JWH. Panel C: all superimposed simulated structures. The
superposition was carried out overlapping the regulatory subunits from 3EED. The transparency
of the catalytic subunits, was increased so that only highly occupied area will be coloured in
blue. The mesh around the high density blue area represent the external boundary of space
occupied by the catalytic subunit.
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The RMSD calculated for each simulated complex is presented in figure 3.20, with a

mean value of 58.2 Å and a standard deviation of 12.8 Å
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Figure 3.20: Benchmark case 1JWH: RMSD. Each dot represent the RMSD calculated
between a simulated complex and the reference structure derived from the PDB 1JWH. The
mean RMSD calculated over the 100 complexes is shown as a red line, value 58.2 Åwith a
standard deviation of 12.8 Å.
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3.4 Discussion

In this chapter I presented two validation sets of experiments for the methodology

developed: validation on the diffusion processes and a validation for the complex formation

process. Diffusion was validated analysing the medium squared displacement (MSD)

calculated from simulations of cytosolic and membrane proteins. The analysis show that

in both cases, that the simulated diffusions were accurate and correctly categorised as a

random walk. The method still performed accurately, even when non-regular membrane

(non regular containers) were used, making the proposed methodology suitable for protein

diffusion studies in any arbitrary environments.

Although the validation for complex formation showed that the presented methodology

is not as accurate as protein-protein docking software it has to be kept in mind that

simplified geometries were used and the binding process is driven by physical contact

alone. Given this, the method performed well in producing low resolution complexes.

The RMSDs calculated between every vertex of the simulated complex and the reference

structure, are in the order of 30Å for the complex 1HE8 and 3CPH and 60Å for 1JWH.

A resolution of 30 or 60Å is not as good as any of the classical experimental methods for

protein structure identification, like NMR or X-ray crystallography which is less than

5Å1, but can be compared to the resolution obtained by cryo-electron tomography of

large complexes like the nuclear pore, which was 60Å (Hoelz et al., 2011; Beck et al.,

2007).

The use of simplified protein geometries, as proposed in this thesis, alternatively to

primitive geometries is supported by the study on the influence of shape on binding

kinetics. The study shows that shape has a role in determining how fast a binding

reaction is, in a non-intuitive way, influencing not only the number of efficient collisions

but also the overall collision events. The most obvious differences in efficient collisions

were seen in cases for which the binding site area was defined as less than 15% of the

protein surface area (small binding site areas). Since the binding site definition is a

manual operation of the presented procedure, one should use the structural information

of the binding site where possible, and be aware of its implication in the methodology.

Moreover, the method showed to be in agreement with collision theory, since the

1To date ( 28/10/2015) the mean resolution of protein deposited in the Protein Data Bank according
to its statistics is 2.21Å with a standard deviation of 1.23Å. This data reflects the resolution of the
available X-ray and NMR generated protein structures deposited.
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simulated collision frequencies are in the same order of magnitude with the one estimated

from collision theory.

With these premises the presented methodology has been shown to be a valid method

to study protein diffusion, binding interactions and low resolution reconstructions of big

assembly, where other available methodologies are too computationally expensive. In the

following chapter I will present the application of the method to the study of the large

post-synaptic density assembly.
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4.1 Introduction

I’m watching a dream I’ll never wake up from.

Spike Spiegel

Cowboy Bebop

In chapter 1, I presented the importance of dendritic spines and the post-synaptic

density (PSD) for processing neuronal information. Dendritic spines are small specialised

compartments on the dendritic arborization of neurons. The PSD is a proteinaceous

organelle present on the membrane of excitatory spines, in direct opposition to the

neurotransmitters release site. The PSD is attached to the postsynaptic membrane and

held in place by actin filaments coming from the cytosol of the dendritic spine (Sheng

and Kim, 2000). It is composed of glutamate ion channels, scaffolding and signalling

proteins. One of the main suggested functions of the PSD is to hold the membrane

receptors in place and connect them to their effectors, thereby creating a hub for the

post-synaptic signalling. Moreover, the size and composition of the PSD can vary with

time and stimulation pattern. Synapses that give a stronger response upon the same

stimulus contain more glutamate receptors and show larger PSDs.

It is known that the PSD has a layered structure (section 1.3), but its exact composition

is still unknown: experiments report very different compositions. However, a common

core of more than 400 different protein types was identified (Collins et al., 2006). This set

contains some of the more important and well studied proteins: the glutamate receptors

AMPAR and NMDAR, scaffolding proteins of the MAGUK, the Shank and the SAPAP

family, the scaffolding protein Homer, the highly abundant signalling protein CaMKII,

and the auxiliary TARP family protein, Stargazin (Collins et al., 2006). These proteins

are thought to be highly important for PSD function and structure but so far there

are no successful functional reconstructions. Moreover, it would be interesting to test

if it is possible to form a PSD assembly by only accounting for the protein geometries

and their binding networks. The formation of such a minimal assembly would suggest

that there are no other mechanisms behind the PSD formation apart from the binding

network encoded in the protein structure and function. In the PSD is a self-organised

structure, it would be interesting to assess whether every protein in the assembly has the
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same importance, or if there are the proteins that are more important for the network

organisation than others.

For example, knockdown of the membrane associated guanylate kinase MAGUK protein

PSD–95 alone results in a discontinuous PSDs (Chen et al., 2011).

In order to answer those questions I decided to apply the methodology proposed in

chapter 2 to simulate the PSD assembly formation using a set of 13 proteins that are the

most abundant and biologically relevant. This set is composed of: the calcium/calmodulin

dependent protein kinase CaMKII, the membrane associated guanylate kinase MAGUK

protein PSD–95, the four isoforms of the GKAP/SAPAP family, the three isoforms of

the ProSAP/Shank family, the NMDA and AMPA receptors and the TARP protein

Stargazin.

I am going to discuss the role of those 13 proteins in the PSD assembly in more detail

in the present chapter. Afterwards, I am going to describe the simulation setups as well

as their challenges. Lastly, I am going to present and then discuss the results of the PSD

assembly formation simulations.

4.1.1 The NMDA and AMPA receptors

The NMDA and AMPA receptors are part of the large family of excitatory ionotropic

glutamate receptors (iGluRs). The NMDAR possesses a uniquely high permeability to

calcium ions which grants it a central role in synaptic plasticity.

NMDARs are hetero-tetramers with a very heterogeneous composition. NMDAR subunits

are categorised in three subtypes: NR1, NR2, and NR3. There are eight different NR1

subunits generated by alternative splicing from a single gene, four different NR2 subunits

(A, B, C and D) and two NR3 subunits (A and B), encoded by different genes (Dingledine

et al., 1999). Tetramers are commonly formed by a combination of NR1 and NR2 subunits

of the same or different subtypes. In cells expressing the NR3 subunits the ternary

complex is often formed by a combination of NR1, NR2, and NR3 subunits (Sasaki et al.,

2002). The subunit composition of NMDAR seems to depend on both: brain areas and

developmental stages. One of most common form of NMDAR, found in the hippocampus,

consists of NR1 (A, C and E splicing variants) and NR2 (A and B subtypes) (Ehlers

et al., 1996). The NR1 subunits possess binding sites for the calcium binding protein

calmodulin and a PDZ binding domain that can interact with scaffolding proteins like
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PSD–95. The NR2B subunits possesses binding sites for CaMKII, which, together with

calmodulin, influence the conductance and opening time of the receptor (Paoletti and

Neyton, 2007; Gielen et al., 2009).

The NMDAR activation requires the depolarisation of the membrane to release of the

magnesium block and the binding of glutamate. Its precise activation mechanism and

regulation are still debated, but it is clear that different subunits and subtypes affect

both the kinetics and the regulation of the receptor (Foster et al., 2010; Cull-Candy and

Leszkiewicz, 2004).

AMPA receptors are also hetero-tetrameric proteins. Their subunits are divided

into four types, GluR1 to GluR4 (Hollmann and Heinemann, 1994). The most common

AMPARs in the adult hippocampus are the ones formed by GluR1 and GluR2 or by

GluR2 and GluR3 (Wenthold et al., 1996). The cytoplasmic tails of the AMPA receptors

can interact with the PDZ domains of scaffolding proteins like PSD–95 via proteins

from the transmembrane AMPAR regulatory proteins (TARP) family (Bats et al., 2007;

Sumioka et al., 2010; Bats et al., 2012) and Shank proteins (Uchino et al., 2006).

AMPA receptors have faster kinetics and are permeable to sodium and potassium ions in

contrast to the NMDAR (Malinow and Malenka, 2002; Bassani et al., 2013). AMPARs

are regulated, among other means, through phosphorylations mediated by CaMKII and

PKA. AMPAR changes its conductance and or trafficking depending on the specific

phosphorylated residue (Kennedy et al., 2005; Opazo et al., 2010).

4.1.2 The MAGUK protein PSD–95

PSD–95 was one of the first proteins identified in the PSD due to its high abundance (Cho

et al., 1992). It is a member of a large class of scaffolding proteins, that are present in

the PSD, with SAPAP, Shank, and Homer. PSD–95 proteins are composed of three

PDZ domains, a consensus binding motif of 90 amino acids that is found in several

membrane-associated proteins (Kim and Sheng, 2004; Lee and Zheng, 2010). Via these

domains, PSD–95 interacts with the cytoplasmic tails of NMARs, TARPs, and many

other proteins such as shaker-type voltage-gated potassium channels (Kim et al., 1995b),

several inwardly rectifying potassium channels (Nehring et al., 2000), the receptor tyrosine

kinase ErbB4 (Garcia et al., 2000) and semaphorin adhesion proteins (Burkhardt et al.,

2005).
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One of the most important roles of PSD–95 is to place calcium activated signalling

enzymes in the proximity of NMAD receptors, similar to the other scaffolding proteins.

This creates a subcompartment in which proteins are spatially and temporally restricted

(Kennedy, 2000). PSD–95 can also bind to the neuronal nitric oxide synthase (nNOS) and

to synGAP, a Ras-GTPase activating protein commonly found in the PSD (Brenman

et al., 1996; Kim et al., 1998). At its C-terminal, PSD–95 has a Guanylate Kinase-

like (GK) Domain with which it interacts with the GK-associated proteins (GKAPs or

SAPAPs) (Boeckers et al., 1999). Due to this interaction PSD–95 links another important

scaffolding protein family to the membrane, the Shank family which is known to interact

with the SAPAP family (Naisbitt et al., 1999).

PSD–95 is post-translationally modified by PSD–95 palmitoyl transferases, which palmi-

toylates PSD–95 at cysteine residues 3 and 5 (Fukata et al., 2004). The palmitoylation

allows PSD–95 to be localised at the membrane, which is critical for its interaction with

NMDA and AMPA receptors (El-Husseini et al., 2002).

4.1.3 The SAPAP family

The SAPAP (SAP90/PSD–95-Associated Proteins) protein family, also known as GKAP

(Guanylate Kinase-Associated Protein) family is another scaffolding protein family. As

the name suggest, they were discovered due to their interaction with the guanylate

kinase-like (GK) domain of the PSD–95 protein (Kim et al., 1997). The GK domain in

PSD–95 has supposedly lost its catalytic function and gained a protein-protein binding

function, which SAPAPs recognise via their GK binding domain. There are four different

isoforms in the SAPAP family, named SAPAP1 to SAPAP4. All isoforms are expressed

in hippocampal neurons (Takeuchi et al., 1997) and consist of a GK binding domain and

a PDZ binding domain. Their length varies between 1,054 for SAPAP2 and 977 amino

acid for SAPAP1. SAPAPs interact with the PDZ domains of Shank proteins, via their

PDZ binding domains (Sheng and Kim, 2000; Naisbitt et al., 1999). Therefore, SAPAPs

connect the membrane receptors-PSD–95 complexes with the Shank family members.

4.1.4 The Shank family

The Shank family is another abundant family of scaffolding proteins in the PSD. It

consists of three isoforms Shank1, Shank2 and Shank3. The full length of Shank is
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characterised by multiple ankyrin (ANK) repeats, an SH3 domain, a PDZ domain, a

long proline-rich region, and a sterile alpha motif (SAM) domain (Naisbitt et al., 1999).

Their length varies between 2161 amino acid for SHANK1 and 1470 of SHANK2, which

does not contain the 6 ANK repeats. Shanks are able to form dimers tail-to-tail via

their SAM domains, leading to the formation of a two-dimensional array (Baron et al.,

2006). Shanks are also able to bind another scaffolding protein called Homer via their

proline-rich regions (Ehlers, 1999).

Immunogold electron microscopy analysis revealed that the majority of Shank proteins

are located deep in the PSD at around 30 nm from the membrane in contrast to PSD–95

that is in direct contact with it (Valtschanoff and Weinberg, 2001). Therefore, Shanks are

not considered to function as direct scaffold for the membrane receptors but as organisers

of the network of scaffolding proteins composed of SAPAPs and Homer (Kreienkamp,

2008).

4.1.5 The homotetramer Homer

Homer is a synaptic scaffolding protein that possesses an EVH1 domain at its N-term

and a coiled-coil domain at its C-term (Xiao et al., 2000). Its family is composed of three

members alternatively spliced into a long and a short form. The long forms contain both

the EVH1 and the coiled-coil domains and are constitutively expressed, while the short

forms contain only the EVH1 domain (Brakeman et al., 1997). The EVH1 domain of

Homer binds to various proteins including metabotropic glutamate receptors (mGluRs),

IP3 receptors (IP3Rs) (Tu et al., 1998), and Shanks (Tu et al., 1999). The coiled-coil

domain allows for tetramerisation, the form of Homer that is able to bind Shanks (Hayashi

et al., 2009). This tetrameric form of Homer with its four EVH1 domains is capable of

connecting proteins on the plasma membrane, such as mGluRs, with proteins in the

PSD, such as Shanks, or intracellular organelles, such as IP3 receptors expressed on the

endoplasmic reticulum.

4.1.6 The calcium/calmodulin-dependent protein kinase II

The calcium/calmodulin-dependent protein kinase II (CaMKII) is possibly the best

studied kinase in the dendritic spine. CaMKII is a serine/threonine protein kinase that

plays a crucial role in synaptic plasticity. It drives the phosphorylation and the insertion
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of new AMPA receptors into the post-synaptic membrane resulting in an increase of

synaptic strength and promotion of LTP (Pi et al., 2010). CaMKII has a highly complex

structure: it is formed by 12 subunits held together via their C-terminal. The subunits

are randomly composed by alpha and beta isoforms. It is activated by interaction with

calmodulin and can also auto-phosphorylate which stabilises its active form (Colbran

and Brown, 2004).

About 1% of the total PSD protein mass is composed of CaMKII making it one of the most

abundant proteins in the PSD assembly (Erondu and Kennedy, 1985). The holoenzyme

can phosphorylate several components of the PSD such as the tails of AMPAR, the

TARP protein Stargazin, and the NR1 and NR2 tails of NMDAR (Griffith et al., 2003).

CaMKII can stably bind as well as phosphorylate NR2B. Phosphorylation of NR2B

at the residue Ser1303 appears to negatively regulate the association between CaMKII

with NR2B, promoting its dissociation. Moreover, this interaction seems to promote the

desensitisation of the receptor (Sessoms-Sikes et al., 2005). Interestingly, CaMKII can

stably bind F-actin, and it was shown that the presence of beta-CaMKII can reorganise

actin filaments into bundles (Sanabria et al., 2009).

4.1.7 The transmembrane auxiliary subunits of AMPARs

The transmembrane auxiliary subunits of AMPARs (TARPs) are a family of proteins

that influence AMPAR functions. The family is composed of Stargazin (also known as

γ2) and three other proteins known as γ3, γ4, and γ8 (Nicoll et al., 2006).

Stargazin binds to the AMPA receptors and influences their trafficking, targeting, and

biophysical properties (Sumioka et al., 2010). TARPs also anchor AMPAR to the PSD–95

protein network due to the ability of TARPs to bind PSD–95 to its PDZ domains (Fukata

et al., 2005). This interaction is also required for the activity-dependent translocation of

AMPARs from the extra-synaptic space to the PSD (Bats et al., 2007).

The number of post-synaptic AMPARs decreases dramatically when the PSD–95 locali-

sation is disrupted. On the other hand, PSD–95 over-expression increases the number of

AMPARs resulting in an enhancement of AMPA receptor-mediated synaptic transmission

that occludes LTP and increases the amplitude of LTD (Stein et al., 2003).
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4.2 Methods

4.2.1 Protein models preparation

Protein geometries were modelled based on structural data following the procedures in

section 2.4. The only available full-length structure in the Protein Data Bank (PBD) at

the time this work was performed was CaMKII. The structures of remaining proteins

were obtained using a homology modelling approach.

The homology modelling procedure presented in section 2.4 was performed for the

proteins Shank1–3, SAPAP1–4, PSD–95 and the TARP protein Stargazin. NMDA

and AMPA receptor tails were modelled as described in section 3.1.2. The tetrameric

full-length structure of the long form of Homer was kindly provided by Mariko Hayashi

(Hayashi et al., 2009). CaMKII was modelled using the PDB 3SOA. The resulting 3D

geometries are presented in figure 4.1.

Binding sites were defined using data taken from the literature and the UniProt

database. The entire surface of the glutamate receptors was defined as binding site due

to the lack of precise structural informations. The entire surface of the protein Stargazin

was defined as a binding site, due to the lack of information regarding the binding site

involved in the binding of AMPAR and PSD–95.

4.2.2 Encoded binding network

The protein-protein binding network was encoded in the simulations using the binding

rules as explained in ??. Data about binding partners and binding sites was taken from

the literature. The rules are mono-directional which implies that for each binding process

one of the two proteins carries the binding rule while the other functions as a target.

Table 4.1 specifies the interacting binding sites while figure 4.2 represents the protein

network.

Binding event outputs were saved for each simulation. The binding sites involved in

the binding event as well the protein ids were recorded for every binding event in the

binding output. The information was used to build a network of interactions in which

each cluster represents an assembly with each node representing a specific protein. The

networks were analysed in Cytoscape (Shannon et al., 2003), a platform for visualisation

and analysis of complex networks with the plugin NetworkAnalyzer v.2.7 (Doncheva
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HOMER

CaMKII

TARP

SAPAP1

SAPAP2

SAPAP3

SAPAP4

SHANK1

SHANK2

SHANK3

Figure 4.1: Protein models used in the PSD assembly simulations: the geometries have the
following polygonal counts: AMPAR 251; NMDAR 246; PSD95 368; SAPAP1 244; SAPAP2
228; SAPAP3 238; SAPAP4 236; Shank1 272; Shank2 330; Shank3 274; TARP 250; Homer 994;
CaMKII 2688.

et al., 2012).

The analysis of the protein composition was performed using the statistical package

R 3.0.0 (R Development Core Team, 2013) and the related plots were produced using

the same software program.
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Figure 4.2: Encoded binding network for the PSD assembly simulations: bindings were
encoded unidirectionally. The colour scheme indicates the proteins that hold the binding rule.
For example, the blue line that links Homer and Shank1 implies that Homer holds the binding
rule, while Shank1 is treated as a target. Solid lines indicate experimental evidence of the
binding between the proteins, while dashed lines indicate interactions that were inferred by
isoform similarity.
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Table 4.1: Binding network for the PSD assembly simulations

Protein A Protein B Reference

(Binding site with rule) (Binding site target)

EVH1 Homer Proline-Rich Shanks (Hayashi et al., 2009)

PDZ Shanks C-term SAPAPs (Naisbitt et al., 1999)

N-term SAPAPs GK PSD-95 (Boeckers et al., 1999)

NMDAR PDZ PSD-95 (Lim et al., 2002)

NMDAR CaMKII (Paoletti and Neyton, 2007)

TARP PDZ PSD-95 (Fukata et al., 2005)

TARP CaMKII (Griffith et al., 2003)

AMPAR PDZ Shanks (Uchino et al., 2006)

SAM Shanks SAM Shanks (Baron et al., 2006)

146



Chapter 4. Reconstruction of a minimal PSD assembly

4.3 Results

4.3.1 Simulation setups

Two main simulation setups were created in order to study the PSD assembly: one

mimicking the physiological conditions of a dendritic spine and the second representing

a PSD–95 knockdown experiment. A sphere with a volume of 0.01 µm3 was used as a

container and the simulations were run for 1600 msec for both setups. The molecule

numbers used for each protein under physiological conditions are reported in table 4.2.

The numbers of PSD–95 proteins in the PSD–95 knockdown experiment was decreased

to 25. Three replicates were run for both setups.

4.3.2 Technical constraints

Two additional proteins were originally considered for this study: the Synaptic Ras

GTPase-activating protein 1 SynGAP, and the Multi-PDZ Domain Protein 1 MUPP1.

Both proteins are highly expressed in the PSD and can interact with most of the selected

proteins. On the other hand, both proteins are highly unstructured and the homology

modelling procedure failed to produce trustworthy results. For the lack of structural

data the two proteins were left out of the simulations.

The simulations were run with a reduced system due to technical limitations(see

4.4 for details). Such simulations can still be considered as valid since not only the

copy number of each component was reduced, but also the container volume in a ratio

calculated to maintain the original components concentration. Protein numbers as well

as the protein mass used as input for the diffusion coefficients calculations are reported

in table 4.2.
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Table 4.2: Binding network for the PSD assembly simulations

Protein
Mass Concentration

(Da) (protein number)

NDMAR 543480 8

AMPAR 400654 25

PSD-95 80495 75

TARP 35966 20

SAPAP1 108873 10

SAPAP2 117620 10

SAPAP3 106040 10

SAPAP3 108012 9

Shank1 224959 12

Shank2 158822 12

Shank3 186295 12

Homer 161104 15

CaMKII 649056 30
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4.3.3 Analysis of the simulated PSD assembly

The binding outputs from the simulations were used to analyse the assembly network.

The analysis showed that assemblies of different sizes were formed for all replicates. This

evidence alone suggests that the formation of the PSD is driven by the interactions

encoded in the binding network itself and in the geometry and diffusion properties of the

considered proteins.

Overall, the networks are composed of several clusters of different sizes. The binding

output does not include single proteins, since it registers binding events during the course

of the simulations. Therefore, the smallest clusters are composed of two proteins. The

presence of smaller clusters suggests that bigger assemblies grow gradually over time,

incorporating more proteins (figure 4.3). These binary interactions involve PSD–95

and its partners for around 70% of the total binary clusters. Moreover, bigger clusters

always contain PSD–95 and Homer proteins, as well as proteins from the Shank and

SAPAP family. Notably, the glutamate receptors are almost absent from the bigger

networks. This suggests that the receptors are not the initialisation points for the

assembly formation, but they are probably trapped in the assembly later in time or when

it reaches a larger size.

CaMKII is also almost always absent from the big clusters. This could be an artifact due

to the low molecule number present in the system compared to the physiological one.
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 PSD95 
 SAPAP1 
 SAPAP2 
 SAPAP3 
 SAPAP4 

 Shank1 
 Shank2 
 Shank3 
 Homer 
AMPAR

NMDAR
TARP
CaMKII

Figure 4.3: PSD assembly network composition: layout organised by species name. The
thickness of the line indicates the time course of the binding events: events that happened in
early stages of the simulation are represented with thick lines, while towards the end of the
simulation with thin lines. The colour scheme is represented at the bottom of the figure.
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The networks were analysed in Cytoscape in order to understand if all the proteins in

the networks contributed equally to the assembly formations. In particular the betweeness

centrality parameter was used to discriminate network hubs. This parameter ranks the

nodes according to their position in the network indicating the amount of control that

this node exerts over the interactions of other nodes in the network (Brandes, 2001). The

betweeness centrality was used in figure 4.4 as a scaling factor for the node diameters,

in which the same network of figure 4.3 is presented in a hierarchical layout. The

hierarchical representation of the network highlights a layered structure in which it is

possible to distinguish between Homer, Shank and SAPAP proteins, as well as PSD–95.

The structure of the simulated networks shows that Shank and SAPAP proteins are often

in separate yet closely related layers, while Homer is always present at the top layer.

This structure, which is a direct consequence of the encoded binding network reflects the

layered nature of the PSD (see figure 1.7 from section 1.3). Starting from the membrane,

PSD–95 and the membrane receptors form the first layer of proteins in the PSD. The

second and third layer are in close proximity with each other, and are likely formed by

SAPAP proteins, Shanks and/or possibly Homer (Sheng and Kim, 2011).

The analysis of the centrality of the proteins present in the clusters revealed that

not all the proteins contribute equally to the regulation of the assembly structure in

the resulting model. Homer and Shank3 are hubs of the PSD assembly, with the higher

values of the betweeness centrality parameter. While Homer was previously suggested

to be an important component of the PSD (Xiao et al., 2000; Brakeman et al., 1997;

Hayashi et al., 2006), our results propose for the first time that Shank3 has a pivotal role

in the assembly.
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Chapter 4. Reconstruction of a minimal PSD assembly

Relative protein abundances were calculated for each cluster as the molecule number

divided by the cluster size to analyse if clusters of different sizes have different protein

compositions. For this analysis only clusters containing a number of nodes higher than

four (cluster size > 4) were considered and the Shank and SAPAP isoforms were grouped

into their respective families. The analysis revealed that the relative protein composition

remains constant with the increase of cluster size (figure 4.5). Moreover, the mean

values of the relative protein abundance, as reported in figure 4.6 shows that on average

the PSD clusters are composed on average of 1:1 ratio between PSD–95 and SAPAP

isoforms as well as 1:1 ratio between Homer and Shanks while Shanks are in a 2:1 ratio

with PSD95.
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Figure 4.5: Relative abundance of proteins in clusters: for clusters of size higher than 4, the
relative protein abundances were calculated, for all the replicates, as the molecule number
counted in the cluster divided by the cluster size (CS). The different isoforms of Shank and
SAPAP were grouped into a single plot to represent the protein family.
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Figure 4.6: Mean protein abundance in the PSD networks: bar plot of the mean relative
protein abundance calculated for all the clusters of size higher than four in all the replicates.
Error bars on the mean are reported on each bar and represent the standard deviation.
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Further analysis on the protein composition showed that there is a tendency for Shank

isoforms to be more present in clusters in which PSD95 is less occurring and vice versa,

as shown in figure 4.7. This inverse correlation can possibly suggest a steric competition

between PSD95 and Shank isoforms. Both proteins interact with SAPAP isoforms albeit

on different binding sites. It is possible that the binding of PSD95 on SAPAPs prevents

Shanks from joining the assembly. Such a scenario leads to a competitive behaviour.
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Figure 4.7: Inverse relationship of the quantity of PSD-95 and Shanks incorporated in the
PSD assembly: the relative abundance of PSD95 is plotted against the relative abundance of
the Shanks isoforms for clusters with size higher than four. Each point in the plot represents a
cluster, and its size (CS) is represented with a gradient from light grey for cluster size of 5, to
dark blue for a cluster size of 31. Linear correlation R=0.92
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4.3.4 Analysis of PSD–95 knockdown simulations

To better understand the structural role of PSD–95 in the formation of the PSD assembly,

the molecule number of PSD–95 was lowered to 25 in order to reproduce a knockdown

condition (Chen et al., 2011). As for the previous simulations that were mimicking the

physiological conditions, protein assemblies were produced during the simulations. An

example of one of the output networks is reported in figure 4.8. The clusters produced

are visibly smaller than the one obtained in the wild-type conditions. All the produced

clusters from both simulation conditions were counted and classified by their cluster size

to have a more comprehensive overview of the network topology. The analysis, reported

in figure 4.9, confirmed that the produced clusters were of smaller size compared to the

wild-type when the presence of PSD–95 was reduced. The majority of the larger clusters

produced in the knockdown condition have a size between 5 and 13. This evidence

remarks the importance of PSD–95 in the PSD assembly formation and is in agreement

with the experimental evidence that reports a patchy loss of PSD in case of PSD–95

knockdown (Chen et al., 2011). Interestingly, the number of clusters that have only two

components are also reduced in the knockdown condition. This can be linked to the high

number of PSD–95 binary interactions noticed for the wild-type simulations.
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Figure 4.8: PSD-95 knockdown network composition: circular representation of the network
organised by species name. Line thickness of the connections is inversely proportional to the
time course of the simulation. Colour scheme reported at the bottom of the figure.
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pink, and the PSD-95 knockdown condition in blue.
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Further analysis of the network topology showed a change in the overall connectivity

of the network. A parameter that quantifies the connectivity of a network is the connected

component parameter. In undirected networks, such as the PSD assembly, two nodes

are considered connected when they share an edge. All the pairwise connected nodes

form a connected component within a network. The mean connected component for

wild-type simulations and PSD knockdown is presented as a box plot in figure 4.10.

Knocking down PSD–95 has the effect of decreasing the connected components of the

network, therefore decreasing the overall connectivity. This suggests that PSD–95 has

an important role in the overall topology of the PSD assembly in agreement with the

experimental evidence (Xu, 2011; Chen et al., 2011).
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Figure 4.10: Comparison in the network connectivity between wild-type and PSD-95 sim-
ulations: box plot representation of the connected components parameter obtained for the
replicates in both conditions. The parameter was calculated with NetworkAnalyzer (Doncheva
et al., 2012). Statistical difference between the results confirmed by Wilcoxon test p-value 0.02
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Chapter 4. Reconstruction of a minimal PSD assembly

From the analysis of the networks produced in the PSD–95 knockdown simulations, it

is interesting to notice that the layered structure of the clusters remains unchanged. The

clusters showed the same hierarchical layout as for the wild-type despite the decrease in

size as shown in the example reported in figure 4.11. Isoforms from the SAPAP family

as well as Shank family, are always present in the larger clusters together with Homer.

Homer and Shank3 still maintain the role of main hubs for these smaller assemblies.

The glutamate receptors and CaMKII are still present in very low amounts as for the

wild-type simulations.

Analysis of the cluster compositions is reported in figure 4.12. The plot shows the

relative abundance of different proteins in the larger clusters for the wild-type and

PSD–95 knockdown simulations. Clusters of size below four were not considered in the

composition analysis, and Shank and SAPAP isoforms were grouped into their relative

families. The analysis shows that as for the wild-type, the relative protein composition is

not dependent on the cluster size. Moreover, both conditions share the same relative

abundance and protein ratio (see figure 4.6).
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Figure 4.12: Cluster compositions comparison between wild-type and PSD-95 simulations:
the protein composition is expressed as relative protein abundance per cluster. This number is
calculated as the number of molecules present in a cluster divided by the cluster size.
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A clear inverse relationship is found in the wild-type condition (figure 4.13, control

condition) when the relative cluster abundance of PSD–95 is compared to the relative

abundance of the Shanks isoforms. Interestingly this correlation is weakened by PSD–95

knockdown. This evidence may suggest that the knockdown concentration of PSD–95

is not high enough to cause steric competition between the two proteins, leading to a

random incorporation of either protein.
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Figure 4.13: Comparison between the relative abundances of PSD-95 and Shanks in wild-type
and PSD-95 knockdown simulations: For both conditions, the relative abundance of PSD95
is plotted against the relative abundance of the Shanks isoforms for cluster sizes (CS) higher
than four. R2= 0.879 for the control experiment and R2= 0.316 for the PSD-95 knockdown
experiment. Cluster sizes are represented with the colour gradient.
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4.4 Discussion

Due to the high complexity of the PSD assembly, its formation and the role of the

proteins involved are still very poorly understood. Computational approaches like the one

presented in this thesis, can be an important tool to gain insights into the architecture of

the PSD as well as to understand which components are key to the assembly formation.

The crowded nature of the system proved to be very challenging for the developed

methodology. I encountered two problems both related to limitations of PhysX, the

physics engine used by Unity.

First of all, the Initialiser level (subsection 2.6.2) in which proteins are introduced into

the system until the desired stoichiometry is reached and a random starting configuration

is generated, had to be merged into the Simulation level. Having a separate step for the

generation of the starting configuration is useful not only to ensure a random configuration

but also to ensure that each replicate always adopted the exact same starting positions.

However the simulation stopped as soon as the output from the Initialiser was loaded into

the Simulation level. This was due to the high number of proteins in close proximity to

each other, that required memory intense calculation of collision and binding processes,

overloading the physics engine. This problem was solved by merging the Initialiser and

the Simulation level, allowing proteins to bind during the spawning process while keeping

a certain degree of randomness in the starting configuration.

The crowded environment also caused proteins with complex composition to lose the

correct relative positions of their corresponding parts. This is likely related to an error

during the calculations of collision exit trajectories. When a protein is translated and

rotated in space, the physics engine firstly calculates the translational and rotational

matrix for the protein root, then a different matrix is calculated for each part present in

the hierarchy. These matrices maintain the relative positions and orientations of each

child in the hierarchy to their root. Collisions force the physics engine to calculate new

matrices. Too many collisions happen at the same time when the environment is too

crowded, causing a calculation error. Due to the closed nature of the physics engine it

was impossible to fix or to clearly pinpoint the problem. The solution adopted for this

study was to reduce the system size, in order to reduce the number of collisions that

the physics engine calculates per time step. Both volume and protein numbers were

decreased by the same amount, apart from the protein CaMKII that had to be further
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reduced due to its very high physiological concentration.

Despite the technical difficulties encountered, the method was able to reproduce

experimental evidence and to give some biological insights.

The study showed that it is possible to recreate a PSD-like assembly by using only low

resolution protein geometries diffusing in space and binding upon collisions between

binding sites. The simulated assemblies showed a layered structure similar to the one

observed experimentally, with PSD–95 separated from two closely related layers of SAPAP

and Shank isoforms (see figure 4.4).

The analysis of the protein composition revealed that PSD–95, Homer, Shank, and

SAPAP family members are always present in the simulated assemblies, confirming their

important role as scaffolding proteins. Interestingly, the relative protein composition

does not change with the assembly diminution, suggesting a fixed ratio that needs to be

maintained between the major PSD proteins. This ratio was found to be 1:1 between

PSD–95 and SAPAP isoforms and between Homer and Shanks, while Shanks is in a 2:1

ratio with SAPAP (see figure 4.6). It would be of interest to set up new simulations

to further explore the implications of this constant ratio between PSD components, for

example implementing knockdown simulations for Homer, Shank as well as the SAPAP

family.

The glutamate receptors are rarely found in the bigger network clusters, despite being

present in high numbers and having their entire protein surface available for binding.

This evidence suggests that NMDAR and AMPAR are not a membrane anchoring point

for the assembly, but rather that they are trapped into it. CaMKII is also rarely present

in the big network clusters. Unlike the glutamate receptors, it is difficult to speculate

about its behaviour since its concentration was drastically reduced due to the previously

discussed technical problems.

As previously reported, the major class of scaffolding proteins Homer, Shank, PSD–95

and SAPAP are very important for PSD formation but no study has been made in order to

understand if these proteins contribute equally to the PSD architecture. The simulation

shows that two proteins contribute more than the others to the PSD organisation: Homer

and Shank3. Both proteins function as hubs coordinating the protein network. While

Homer was already suggested to organise at least a part of the PSD network, Shank3

has never been pointed out so clearly. From a structural point of view, Homer is a

very long rod-like protein that contains at each end two separated binding sites. With
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these characteristics, it is probably not surprising that Homer holds the role of hub in

the PSD network. Unlike Homer, Shank3 is smaller and with less binding sites. Shank

proteins interact with Homer and the isoforms of the SAPAP family. Unlike the other

members of the family, Shank3 is also able to interact with AMPA receptors. Even if

AMPARs are rarely present in the larger clusters, it would be interesting to set up a

different set of simulations in which Shank3 loses the ability to bind AMPAR. Such

simulations, would confirm whether the reason for the different behaviour of Shank3

compared to the other Shank isoforms resides in the ability to bind an extra protein, or

in its structure. Moreover, followup knockdown experiments and simulations for Shank3

and Homer would be of great interest.

The crucial importance of PSD–95 for the PSD assembly formation was confirmed

by the knockdown simulations. When the amount of PSD–95 in the system is reduced,

network clusters appear to be significantly smaller (figure 4.9) and the networks showed

an overall decrease in connectivity (figure 4.10). These findings are in accordance

with experimental evidence in which the analysed PSDs presented patchy loss after

knocking down PSD–95. The lack of presence of both AMPAR and NMDAR in the

bigger networks, for the wild-type as well the knockdown case, suggests that PSD–95 is

not only an important component for the connectivity of the network, but also as the

main membrane anchoring point for the PSD formation.

Interestingly, when the network clusters were analysed for protein composition, no

significant change was found in the knockdown case in both composition and protein

ratio. This suggests that in the PSD–95 knockdown, the observed reduced size of the

clusters could be the result of the assembly necessity to keep the ratio between the

proteins fixed. If this is the case, a similar decrease in cluster size should be seen in

knockdown experiments for any of the other main components of the bigger clusters. It

would be of interest to run other simulations in order to further investigate the topic.
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It’s not over yet. If we don’t end it, nothing

can start.

Takigawa Yoshino

Zetsuen No Tempest

The main aim of this work was to develop an accurate and detailed method to simulate

protein-protein interactions and large complex formations and use it to study the prop-

erties of PSD formation in a dendritic spine. Dendritic spines are the receiving end of

individual synapses and they play a key role in the processing of the synaptic information,

as explained in detail in chapter 1. The information is passed across the synaptic cleft

to the dendritic spine in the form of neurotransmitter releases. The neurotransmitters

interact with the ligand-gated ion channels expressed in the postsynaptic membrane

and activate them. Subsequently, an ion influx through the channels triggers two major

events inside the spine: activation of specific signalling pathways and depolarisation of

the postsynaptic membrane. The integration of this signal with the neighbouring spines

through time is at the basis of yet elusive learning and memory mechanisms.

In excitatory synapses, an important aspect of this integration is the specific environ-

ment in which the ligand gated ion channels and the signalling molecules that interact

with them are located: the post synaptic density or PSD. The PSD is a functional

specialisation of the postsynaptic membrane and the adjacent cytoplasmic compartment.

It is a proteinaceous organelle containing glutamate receptors, their associated signalling

molecules as well scaffolding proteins. The PSD size and composition can vary with time

and upon stimulation. Stronger synapses which contain a higher number of glutamate

receptors also show larger PSDs. The exact structure and composition of the PSD

is yet unknown, but the major components have been identified as well as its layered

organisation. I needed a simulation platform that allows the study of protein-protein

interaction and the formation of large multiprotein complexes in order to study the roles

of some of the major components of the PSD assembly and its formation.

There are many simulation platforms available depending on the type of biological

process and the level of detail at which the process is considered. Nonetheless, there

is still the need for a comprehensive methodology that takes advantage of protein

structural information. For this reason I decided to focus on the development of a
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simulation environment in which protein-protein interactions can be studied with a level

of detail that is between an all-atom representation of a protein and a primitive geometry

representation for protein-protein interactions studies and proteins assembly formation.

The proposed method, presented in chapter 2, takes advantage of the computer animation

software Maya, to create a coarse grained representation of the protein surfaces starting

from their PDB file structure. Subsequently Unity, a game engine, is used to simulate

diffusion and reaction of the proteins models in the simulation environment. The workflow

for the generation of the protein models, as explained in section 2.4, generates a low

resolution protein surface from the protein structural data. Binding sites of interest are

separated from this low polygonal surface and the protein is then reassembled into a

hierarchical structure. Once the protein models are completed they can be loaded into

Unity and simulated in virtually any environment using the developed Unity extension

T.A.R.S.I.D.

I decided to use an agent based approach in T.A.R.S.I.D, having problems in mind

such as combinatorial explosion that arise from modelling multiprotein complexes. Protein

behaviour is encoded as a set of hierarchical rules: global, local and hyper-local. Global

rules affect the entire environment. Local rules affect the single proteins, while hyper-local

rules affect the behaviour of the binding site of a protein.

Diffusion was encoded in two different rules: one for the diffusion of cytosolic proteins

and one for the diffusion of membrane proteins. Cytosolic proteins are allowed to diffuse

in 3D with explicit translation and rotation routines that are mass driven. Encoding

the diffusion as mass driven allowed for the precise calculation of the translational and

rotational diffusion coefficient of any modelled multiprotein complex. Membrane proteins

are allowed to diffuse in 2D on the surface of the simulation container. The diffusion was

encoded as mass driven with explicit calculation of translation and rotation, but rotation

was only allowed on one axes. One of the feature of the method presented in this thesis

is the use of non regular geometries for both proteins and the simulation containers.

The diffusion of 2D proteins needs to be independent of the shape of the membrane

when a non regular geometry is used as a container. In cases of concave containers, the

accumulation of proteins where the surface changes its curvature is a common artefact.

This effect seen when 2D diffusion is performed as 3D and subsequently projected back

onto the surface. The use of ray-casting together with the local specific orientation of all

the membrane proteins, made the implemented 2D diffusion not only independent of the
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shape of the container, but also independent from its concave nature and its tessellation,

as shown in subsection 3.1.4. Validation of the 3D and 2D diffusion reported in section 3.1

showed that both diffusions are accurate and they produce an unbiased random walk.

The binding strategy implemented in T.A.R.S.I.D is based on collision theory: when

two proteins collide with their binding sites a binding occurs. Protein binding reactions

are considered unidirectional. Therefore one protein is defined as the protein holding the

binding rule while the other is considered as target of the binding event. This approach

allows the reduction of the number of rules encoded to only one rule for each reaction.

Limiting binding events to the collision of binding sites implies that the area of a binding

site influences the kinetics of the reaction. This was verified in subsection 3.2.3, where

models with bigger binding site areas showed faster kinetics compared to smaller areas.

One should be aware of its influence on the binding kinetics, since the definition of a

protein binding site is a manual procedure that is influenced by the tessellation of the

protein surface and by the quality of the experimental information available.

The binding strategy was validated comparing the geometry of simulated complexes

with experimental ones, as reported in section 3.3. The simulated complexes have a much

lower resolution compared to methods that used an all-atom representation of proteins

as input. This was expected since the protein models used for the simulations have a low

resolution and a high resolution simulation was not one of the starting goals. The binding

strategy is in agreement with collision theory as shown in section 3.2, when the simulated

collision frequency is compared to the theoretical one. Moreover the method is able to

discriminate between different types of reactions in terms of different resulting kinetics.

The kinetics studies also showed that shape influences the velocity of binding. The

protein geometries obtained following the proposed workflow showed different kinetics

from their equivalent primitive geometries. This evidence validates the importance of

explicitly modelling protein shape since its contribution cannot be predetermined.

In chapter 4, the developed methodology was applied to the study of the PSD assembly

formation. The study involved 13 of the major components of the PSD assembly: NMDA

and AMPA receptors, PSD–95, Homer, Shank family (Shank1–3), the SAPAP family

(SAPAP1–4), the TARP protein Stargazin and CaMKII.

This study aimed to gain insights on the structural importance of these proteins for the

PSD as well as confirming that the binding of protein is the main mechanism for the
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PSD formation.

The simulations demonstrate that realistic protein geometries diffusing in the sim-

ulation environment and a set of binding rules is sufficient to recreate aggregates that

resemble the PSD. These aggregates analysed as network clusters showed the same layered

structure that is observed in microscopic studies of the PSD. Clusters of different sizes

are found in each simulation, indicating that the assembly process starts from binary

interactions. These initial clusters grow over time and include more and more proteins.

Glutamate receptors, despite being present in large quantities, are not highly represented

in the larger clusters. This finding could suggest that the receptors are not the nucleation

point for the PSD assembly but instead are trapped by it.

Interestingly two proteins seem to be the hubs of the assembly networks: Homer and

Shank3. Homer is a tetrameric scaffolding protein that interacts with Shank proteins

and membrane receptor. Shank3 is a scaffolding protein that binds SAPAP proteins and

unlike other members of the Shank family also binds to AMPA receptors. Shank proteins

also have the ability to dimerise, in a tail to tail manner, with other member of the family.

The high capability of these proteins to interact and connect with others makes them the

ideal central hubs for the simulated assembly. Knockdown simulations and experiments

of both these proteins could elucidate the repercussions on the overall structure of the

PSD. In addition, eliminating Shank3 capability to bind AMPA receptors could help to

understand whether the reason for the different behaviour of Shank3 compared to the

other Shank isoforms resides in the ability to bind an extra protein, or in its structure.

PSD–95 is another scaffolding protein known for interacting with several components

in the PSD. It binds NMDAR and to AMPAR via the interaction with Stargazin. PSD–95

also binds to proteins from the SAPAP family, a scaffolding family that interacts with

the Shank family. Experiments in which PSD–95 was knocked down showed a PSD with

patchy loss, suggesting that PSD–95 has an important role within the PSD structure. To

further investigate this phenomenon, I reproduced the knockdown condition by decreasing

the PSD–95 concentration alone in the system. The simulated assembly showed clusters

of smaller size in comparison to the wild-type condition and in accordance with the

experimental evidence. The clusters, despite their smaller size, maintained the same

composition and layered structure as the wild-type. This suggests that in the PSD–95

knockdown, the observed reduced size of the clusters could be the result of the assembly

necessity to keep the ratio between the proteins fixed. The connectivity of the knockdown
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networks was lower compared to the wild-type cases, suggesting that the loss of PSD–95

negatively affects the amount of proteins that are able to aggregate together but not the

composition of the assembly itself. Altogether these results indicate the importance of

PSD–95 as a protein that is required for a formation of a large PSD assembly.

Utilising a different methodology for the study of the PSD, such as a dimensionless

single particle simulator, could have never led to the results obtained with the method-

ology presented in this thesis. Thanks to the use of geometries with finite volumes,

the simulations showed steric impediment for binding events that occur later in the

simulations. These impediment contributed to the dynamic and composition of the

simulated assemblies, as in a more realistic scenario.

Moreover, not taking into account protein shapes and sizes, as well as the binding site

areas by using a dimensionless particle simulator again would greatly affect the binding

kinetics (as demonstrated in section 3.2) therefore the assemblies composition. It is likely

that PSD assemblies, obtained with dimensionless particle simulations, would have a

more random composition unlike the simulations presented in chapter 4 that show a fixed

ratio between components that is independent from the assembly size.

When the new simulation methodology presented in this thesis was applied to the

PSD assembly formation, I encountered two major problems attributable to limitations of

the physics engine of Unity, PhysX. The first problem was encountered at the very start

of the simulations. The simulation environment is initially populated with the protein

models that do not possess binding rules until the desired amount of proteins is reached.

Subsequently, position and rotation saved for each protein in the system are loaded into

the Simulation in which proteins are allowed to bind. Due to the crowded nature of the

PSD assembly, too many collisions occur at the same time at the start of the Simulation,

overloading the physics engine. This problem was solved by merging the Initialiser and

the Simulation level, allowing proteins to bind during the spawning process. The second

problem was also caused by the crowded nature of the environment. Proteins with a

complex hierarchy tend to lose the correct relative position and orientation between

their parts after numerous collisions. The problem could neither be precisely pinpointed

nor solved due to the Closed Source nature of PhysX, and forced me to reduce the

size of the system in order to minimise the errors. This illustrates why the use of use

of proprietary software programs in science, could be problematic. The advantage of
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proprietary programs, especially when developed by big companies such as PhysX which

is developed by NVIDIA, is that they are stable, constantly curated and updated, and

that they provide an appropriate documentation. On the other hand, the possibility

to precisely address and further develop a system is of huge importance when a user

pushes the capabilities of the system to its maximum, which often occurs in science.

Given the opportunity, this work should be implemented in an open platform, with both

the physics engine and the game engine being Open Source. Possibly one of the most

promising Open Source programs is the 3D animation suite Blender1. In the last few

years, BioBlender2 a new plugin for importing PDB files was developed, and thanks

to the incorporation of the Open Source physics engine Bullets3, Blender can now also

be used as a game engine. It would be of interesting to test these new capabilities of

Blender and compare its performance with Unity and Maya. Another useful feature that

could have been implemented on an open physics engine is a geometrical constraint on

the protein binding. At the current state, two proteins are allowed to go through the

binding process if they collide between two available binding sites. No other limitations

are in place, suggesting that a binding can occur even if the contact area between the

two is a single mesh vertex. Since upon binding the protein orientations are locked in

place, it would be more accurate to put a threshold on the minimum number of vertices

that need to be in contact to trigger a binding event. More binding surface area implies

that more residues on the binding sites of the two proteins interact. This could assure a

more accurate protein complex orientation even by only increasing the threshold from

one vertex to two vertices. Utilising such a threshold would be possible only on a system

that let the user interfere with the routines that handle collision events, which is not the

case for closed systems such as PhysX.

Overall the method presented in this thesis is a good example for modelling biological

systems at the mesoscale, a scale in between the microscopic and nanoscale. The method

performed well considering the discussed limitations. The agent based nature of the

system, together with the ability to encode event driven actions, the possibility to any

desired geometrical shape, and the accurate diffusion in both 2D and 3D make this

method highly flexible. No other available simulation method allows for 2/3D particle

1http://www.blender.org
2http://www.bioblender.eu
3http://bulletphysics.org
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based spatial simulation in which proteins are represented as a 3D geometry, allowing

therefore excluded volume studies. Moreover this methodology allows the proteins and

molecules simulated in the system to interact with each other, allowing protein assemblies

studies, like the one proposed in this thesis, but also allowing any protein interaction:

activation, inactivation, phosphorylation and so on.

Further applications of this method beyond the PSD assembly study could be complex

simulations like the neurotransmitters release from synaptic vesicles into the synaptic

cleft, or any other protein signalling pathway.

T.A.R.S.I.D. can be downloaded on sourceforge4, but soon will be published in the

Unity Asset Store5 as a free Open Source Unity extension. At the moment, the only

reactions implemented in this method are protein-protein bindings. It will be of interest

to further develop the method by including catalysis. This could be easy achieved by

using events driven by collisions as for the protein-protein bindings. Considering for

example the case of protein A that is phosphorylated by protein kinase B on its binding

site BS; this phosphorylation causes the increase in affinity of protein A for protein C.

This very common scenario can be divided into two steps: the phosphorylation reaction

and the resulting increase in affinity.

The phosphorylation can be implemented as a state on the binding site BS: the collision

of the binding site BS of protein A with the catalytic site of the kinase B will trigger the

change in state of BS from unphosphorylated to phosphorylated. The phosphorylation

itself can be made reversible either by explicitly modelling the action of a phosphatase or

by adding a probability for reversing the state to unphosphorylated. Once the state of BS

is phosphorylated, protein A shows an increase in affinity for protein C. In the proposed

methodology, the association part of every reaction (kon) is determined by collisions

between binding sites, which is dependent on the area of the binding sites involved in the

reaction and the diffusion properties of the two proteins. Therefore, an increase in affinity

can be implemented as a decrease in the probability of dissociation of the complex AC.

Dissociation probabilities can be calculated from the experimentally derived equilibrium

constants. Specific simulations for parameter estimation (similar to the one reported

in section 3.2) can be done to estimate kon in cases where the dissociation probability

koff needs to be precisely calculated. From those simulations, kon that accounts for the

4http://sourceforge.net/projects/tarsid
5www.assetstore.unity3d.com
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area defined as binding site on the protein geometry, can be estimated. Knowing the

experimentally derived equilibrium constant and with the obtained kon, is possible to

determined the dissociation probability.

There is the need for more comprehensive modelling approaches with the increase of

available data from different sources, such as structural data, imaging, interaction and

regulatory networks, and expression data. Implementations of the presented methodology

on similar platforms (such as Blender) could lead to a more collaborative and long lasting

effort to incorporate these new data into simulations.

Having time and resources a more automated pipeline could have been put into

place, in which for instant protein geometries are automatically created. In doing so,

one should take into account not only the mesh generation process but also the mesh

reduction process that can lead to big errors on the protein geometries (as discussed

in section 2.4). To reduce the amount of errors, it could be possible to automatically

generate several geometries with different setups, and subsequently rank them based on

quality check parameters. This process could then be iterated as in a genetic algorithm

to select the setup that produces the best result for each protein. Automated routines for

the analysis of the results could also be implemented. Ranging from data extraction of

the simulation output, to images and plots generations, several automated routines from

different sources could be plugged together into a single pipeline. Another improvement

to the methodology would be to implement it on a platform that is more suitable for

parallelisation. Parallelisation would assure bigger and longer simulations, increasing

even more the flexibility of this methodology.

The use of an automated pipeline running on a parallel system would also allow for

this methodology to be used for massive scale models such as single cells, or single cell

organisms. A lot of effort has been put in recent years to integrate all the knowledge

of a system into a single massive model. Due to the lack of data an all the biological

processes, but more importantly due to the lack of a system that can handle high level

of details on a massive scale, these models are generally implemented as ODEs systems.

As previously discussed in this thesis, ODEs are a fast way to encode the dynamic of a

biological system, but by far the more accurate. Giving a platform that can simulate

single particles with finite geometries in space, like the presented methodology, on a

massive scale could lead not only to improve the existing models, but could aid in gaining

new biological insight as well as discover new hot spots for drug development.
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The use and further development of tools developed within different context, like the

one proposed in this thesis, should be welcomed if they can be utilised by the scientific

community.

The proposed method is a good example for this knowledge and technology import.

It shows how a framework originally developed in the context of the gaming industry can

be utilised to execute realistic mesoscale computer simulations of biological systems. The

presented attempt to close the gap in the methodology of mesocale modelling in systems

biology is highlighting a major landmark for future work in this yet barely explored

direction.
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