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Abstract

The billions of DNA bases that comprise mammalian genomes encode the instructions to assemble complex organisms consisting of hundreds of different cell types. Apart from the challenge of packaging this genetic material into a nuclear space that is six orders of magnitude smaller than its linear sequence, the molecules need to be organised in such a way as to ensure the coordinated activity of their twenty-odd thousand genes. Regulatory elements recruit specific factors to direct tissue-specific expression programmes, but the contribution of three-dimensional chromatin structure to this process is still unclear.

Cohesin and CTCF are two ubiquitous and highly conserved nuclear factors that have emerged as key modulators of higher-order genome organisation. In this thesis I integrate genome-wide binding, expression and chromatin conformation data in order to better characterise the diverse functions of these proteins. The main conclusions from this analysis are three-fold: (i) CTCF-independent cohesin binding is associated with cell-type-specific gene regulation and the stabilisation of highly occupied cis-regulatory modules, (ii) cohesin-based interactions within pre-existing architectural compartments enable discrete gene expression states, and (iii) the CTCF paralog CTCFL/BORIS perturbs gene regulation and displaces cohesin from promoter-proximal sites when present in somatic cells.

Results from these three studies provide further insight into the roles of cohesin and CTCF in the context of tissue-specific expression, and strengthen the link between these proteins and the dynamic control of genome architecture.
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Chapter 1

Introduction

1.1 Genomes, gene regulation and chromatin structure

Mouse formatting conventions are used for gene and protein symbols throughout this thesis as nearly all of the results are based on data from mouse liver, embryonic stem cells and thymocytes.

The head-spinning pace of advancements in molecular biology beginning in the 20th century has been characterised by the fusion and synergy between previously separate scientific fields, catalysed by the availability of enabling technologies. Less than a century of research has provided a highly detailed understanding of the basic mechanisms and molecules central to the functioning and evolution of all living things: nucleic acids and proteins.

The convergence of two fields in particular: biochemistry and genetics, traces a path from discoveries such as the residing of genes – the basic units of inheritance – on chromosomes, to the molecular structure of DNA and culminating with the reference sequence of the human genome at the turn of the 21st century\cite{1}. Together with the availability of reference sequences of several model organisms including baker’s yeast\cite{2}, Arabidopsis thaliana\cite{3}, worm\cite{4} and fruit fly\cite{5}, this signalled the start of an era of genome-wide analyses. Thanks to this revolution, scientists are now able to probe the complex interplay between nucleic acids and proteins on a whole-genome scale, which
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has dramatically accelerated biomedical research\(^{[6]}\).

In hindsight, new discoveries have birthed entirely new fields of research, with qualitative studies giving way to more data-intensive approaches. The deluge of data generated by high-throughput experiments has increasingly called for more sophisticated statistical and computational approaches, both in terms of data collection and processing, as well as in downstream analysis and interpretation. Global “omics” fields of research, spearheaded by genomics, proteomics and metabolomics, are now codependent on their data-centric partners which include bioinformatics, computational biology and systems biology. The explicit aim of the latter is the integration of diverse sources of data in order to gain insight into emergent properties of biological systems assumed to be intractable by classical reductionist approaches\(^{[7]}\). To achieve this goal and keep up with the pace of developments in molecular biology, it is clear that inter-disciplinary approaches will continue to be important.

The complexity of living things is a result of processes which occur at the cellular level, starting with the control and organisation of information encoded in their DNA. However, with the availability of sequenced genomes covering the breadth of the tree of life, it has become clear that neither genome size nor total gene count correlate well with organismal complexity\(^{[8]}\). This suggests that the regulation of gene expression is fundamental to complex processes like normal development, cellular differentiation and homeostasis. Alterations in spatial and/or temporal gene expression regulation can have dramatic phenotypic effects and some studies suggest that this may be a particularly powerful, if not the dominant, mode of evolution\(^{[9]}\). Insight into mechanisms of gene regulation and mis-regulation is essential for the understanding of cancer and other diseased states, and is expected to be important for the future development of medicines and other tailor-made therapeutics.

In my thesis I use computational approaches to study mechanisms of gene regulation through the lens of chromatin structure and the key DNA-binding proteins which modulate it. The aim of my research has been to better understand the complex interplay between genome sequence, chromatin structure and transcription, particularly in the context of cell-type-specific gene expression. In the following sections I provide a brief overview of eukaryotic transcriptional regulation, followed by a review of the multiple levels of chromatin structure and the ways in which these are known to relate
to changes in the expression of associated genes.

1.1.1 Transcriptional regulation

Gene expression results in functional gene products from the relatively stable form of genetic information stored in the genome. The process consists of multiple steps, with the first being transcription from DNA into RNA. The regulation of this process, which ultimately affects the concentration of the resulting gene product, is the topic of this section. Downstream events, each providing opportunities for additional regulation and fine-tuning, include RNA processing, nuclear transport, and in the case of proteins, translation and post-translational modification.

In higher eukaryotes, the role of transcription is shared by three separate RNA polymerases (I, II and III), where RNA polymerase II (RNAP2) transcribes all protein-coding genes as well as some small untranslated RNAs with regulatory functions\(^\text{[10]}\). RNA polymerase I (RNAP1) and III (RNAP3) each have specialised roles in the transcription of large ribosomal RNA (rRNA) genes, 5S RNA and transfer RNA (tRNA) genes. Transcription by the large RNAP2 molecular machine is itself a complex multistep process beginning with the assembly of the pre-initiation complex (PIC) within the core promoter region near the transcription start site (TSS; Figure 1.1). The PIC consists of RNAP2 in complex with general transcription factors (GTFs), which despite their high number (12), are all necessary for accurate initiation of transcription\(^\text{[11]}\).

Although these components of the basal transcriptional machinery are also sufficient for transcription initiation from core promoter elements in vitro, this is not generally the case within normal cellular conditions. The combination of various proteins and RNAs which together help to package DNA into chromatin (see Section 1.1.2), present a barrier to the intrinsic transcriptional ability of the PIC\(^\text{[11]}\). Therefore, in addition to RNAP2 and the GTFs, the action of DNA-binding transcription factors (TFs) in association with their corresponding coactivators, is necessary to overcome these repressive conditions and result in a net “activated” transcriptional state. Promoter-proximal DNA sequence elements as well as more distant enhancers – in general referred to as cis-regulatory sequences – in part define the TF binding neighbourhood of specific target genes\(^\text{[12]}\) (Figure 1.1). These elements tend to be clustered in discrete regions
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Figure 1.1: Regulatory interactions involving transcription by RNAP2. GTFs as well as RNAP2 are shown localised within the core promoter. TFs (orange and yellow shapes) bound to promoter-proximal as well as distal regulatory elements (e.g. enhancers) act primarily via co-regulators to affect the basal transcriptional machinery and chromatin status. Figure adapted from Fuda et al.\[12\]

termed cis-regulatory modules (CRMs), which facilitates the coordinated binding of multiple TFs\[13\]. Also, unlike components of the basal transcriptional machinery, the expression of many TFs is tightly restricted to particular developmental time-points, tissues and/or cell-cycle stages\[14\]. This enables the appropriate control of complex expression programmes in eukaryotes. In view of their pivotal cellular role, the large ENCODE\[15\] and modENCODE\[16\] projects have mapped the binding positions of a collection of TFs across diverse tissues to help catalog the complete set of regulatory elements in the genome. However, understanding precisely how these networks of regulatory elements act alone and in concert to perform their functions remains a major goal in the field of functional genomics.

TFs can act directly on the transcriptional machinery at the core promoter, but generally do so in conjunction with co-regulators, which are often multi-protein complexes. Co-regulator mechanisms include the modulation of PIC assembly, as well as the downstream control of transcriptional initiation and elongation\[11\]. The multiple discrete steps involved in the production of a complete RNA provide many points of
regulation. By measuring the accumulation of RNAP2 and its various covalently modified forms along the length of the transcribed region, genes can be classified according to their transcriptional state \cite{17}. This can help determine important rate-limiting steps in the process as well as the impact of specific co-regulators. Effects on transcriptional output are positive for activator TFs and their positive co-regulators (coactivators), and negative for repressor TFs and their corresponding negative co-regulators (corepressors). In the case of activators, an additional layer of regulation is provided in the form of the aptly named mediator complex, which is required for interactions with GTFs and to increase their activity \cite{18}. Co-regulators can also act more indirectly by modifying chromatin structure in a myriad of ways, but broadly their effect is to either create a more permissive local environment or to reduce the accessibility of regulatory regions to TFs and the core transcriptional machinery \cite{11}.

The availability of TFs and their diverse binding preferences combined with the multiple ways in which co-regulators can modulate transcription and the surrounding chromatin architecture, illustrates the extraordinary combinatorial nature of eukaryotic transcriptional regulatory control. Indeed, recent results showing the surprisingly rapid rate of TF binding divergence in closely related species suggests that transcriptional regulatory landscapes are fertile ground for evolutionary innovation \cite{19,20}.

### 1.1.2 Chromatin structure

The DNA contained in one human cell is about two meters long, but is organised in such a way that it fits within a nucleus that is six orders of magnitude smaller than its linear sequence. Far from being static, the three-dimensional (3D) structure of eukaryotic genomes is highly dynamic, most obviously reflecting functional requirements when compared between different cell cycle stages. In mitotic cells, the genome is coerced into the iconic shape of condensed chromosomes, which facilitates faithful transmission of genetic information to daughter cells. However, during interphase, the genome requires a more complex organisation that allows for the regulated transcription of genes, as well as DNA replication and repair.

Eukaryotic genomes are packaged in chromatin, which consists of DNA in complex with various proteins and structural RNAs (Figure 1.2A). There are a number of factors
that influence the structure and composition of chromatin at different resolutions, from
the covalent modification of individual bases, to the position of entire chromosomes
within the nucleus. In the following sections I briefly review these different levels of
chromatin structure and describe the relevance of each in the context of transcriptional
regulation.

1.1.2.1 DNA sequence and first-order structure

Certain aspects of chromatin structure, for example its bending properties, are directly
related to nucleotide composition. For example, the structure of polyA (or polyT) runs
are inherently stiff\(^\text{[23]}\), whereas AT-rich dinucleotides are more flexible. These aspects,
to a large extent, determine the placement of nucleosomes along the underlying DNA
sequence and this in turn can influence the accessibility of \(c\text{is}\)-regulatory elements to
TFs\(^\text{[24]}\). In the case of the regulatory region immediately upstream of the TSS – a
major position of functional TF binding sites – sequence properties which directly in-
fluence nucleosome occupancy have been shown to intrinsically encode gene expression
variability\(^\text{[25]}\).

The dinucleotide CG (or CpG) is a particularly important regulatory sequence in
vertebrates and occurs in three known forms: unmethylated, methylated (5mC) and
hydroxymethylated (5hmC). Methylated cytosine residues in this sequence, catalysed
by the action of DNA methyltransferases, are generally associated with a repressed or
silent chromatin state. Although the hydroxymethylated form and the TET enzymes
which facilitate its conversion from 5mC have only very recently begun to be studied
on a genome-wide scale, there are clues that this mark may be particularly impor-
tant as a demethylation intermediate during developmental reprogramming events\(^\text{[26]}\)
(see below). With a typical genome G+C (or GC) content of 40%, the observed CpG
frequency of one every \(\approx 100\) base pairs (bp) represents an approximate four-fold de-
pletion. In view of the fact that the great majority of CpGs are methylated (80%),
this is thought to be due, in part, to the hypermutability of 5mC to thymine (T). This
would also account for the preferential evolutionary retention of CpG islands (CGIs)
– approximately 1000 bp regions of locally increased CpG density near most human
TSSs – which tend to lack methylation\(^\text{[27]}\).

The status of cytosine residues represents an impediment to the binding of methylation-
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Figure 1.2: Multiple levels of chromatin structure. (A) Features such as DNA methylation (red spheres), nucleosome occupancy and compaction (cylinders), histone variants and modifications (flags), DNA-binding proteins (orange spheres), co-regulators (e.g. HP1, blue spheres) and small RNAs (blue) contribute to chromatin state and are associated with regional differences in transcriptional activity. Through-space interactions, represented by the spatial proximity of the enhancer with the juxtaposed promoter, enable regulation of target genes by distal cis-regulatory elements. (B) Evidence from microscopy and 3C-based assays suggest that chromatin is locally folded and hierarchically organised into TADs (bottom) and “open” or “closed” compartments (middle; see Section 1.1.2.4). Subnuclear positioning and the territorial organisation of chromatin are also associated with differences in transcriptional states (see Section 1.1.2.5). Figure adapted from Schones et al.\textsuperscript{[21]} and Lieberman-Aiden et al.\textsuperscript{[22]}
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sensitive TFs, including “CXXC” motif-containing DNA-binding proteins such as CFP1 and MLL1, which bind unmethylated CGIs exclusively. Importantly, the direction of a causal relationship linking DNA hypomethylation, CFP1 binding and a transcriptionally permissive chromatin state has been established by experiments using an artificial promoterless CGI[28]. DNA methylation can also exclude CTCF and other factors[29] from their binding sites thereby influencing gene expression in more complex ways (see Section 1.2). Conversely, “readers” of methylation marks include MBD1-4, KAISO and MECP2, which bind methylated DNA exclusively and facilitate transcriptional repression. The latter acts through its relationship with a histone deacetylase (HDAC)-containing co-repressor complex[30].

DNA methylation status, and its associated effect on gene expression, can be faithfully transmitted to daughter cells through cell division[31]. In this context, DNA methylation is an example of an “epigenetic” trait, defined as a stably heritable phenotype resulting from changes in a chromosome without alterations in the DNA sequence[?]. Within a multi-cellular organism, the control and narrowing of possible expression states by epigenetic mechanisms, such as DNA methylation, enables successive generations of cells to proceed from a pluripotent state towards one of a number of possible terminally differentiated states. Thus epigenetic effects are central to the process of normal development[30]. However epigenetic traits also have the potential to be transmitted across generational boundaries and a subset of pre-existing chromatin marks need to be erased and reset genome-wide to ensure totipotency at the start of each new generation. Correspondingly, there are two waves of genome-wide DNA demethylation that are essential for the establishment of new methylation landscapes during normal mammalian development: the first occurs during male and female germ cell development and the second wave occurs between fertilisation and implantation[32]. However, there are a number of germline differentially methylated regions (gDMRs) that retain specific maternal or paternal methylation patterns throughout development. This phenomenon, referred to as “imprinting”, results in allele-specific gene expression in a parent-of-origin fashion i.e. one parental allele is predominantly expressed in the progeny[32]. DNA methylation is therefore important not only for the transmission of expression states between cells of the same developing organism, but also regulates the trans-generational inheritance of these states.

Epigenetic changes in animals can also occur in response to environmental signals
such as diet and stochastically with ageing, where it is thought to contribute to late-
onset diseases. For example, the mis-regulation of the epigenome is a hallmark of
oncogenesis, with widespread promoter hypermethylation and associated silencing of
important tumour-suppressor genes in cancer cells[33].

1.1.2.2 Nucleosomes, histone variants and modifications

Rather than existing naked in the nucleus, eukaryotic genomes are normally clothed in
histone proteins, which serve to spool approximately 147 bp stretches of DNA into re-
peating units called nucleosomes (Figure 1.2A). At the core of this fundamental particle
is an octamer consisting of two copies of each histone (H2A, H2B, H3 and H4), whose
amino acid tails protrude from the resulting DNA-protein complex. The exchange of
these histones and the post-translational modification of their tails enables signals to be
overlaid on the “raw” DNA sequence, which include the biological analogs of bookmark-
ing, highlighting, annotation and strikeout functionality in traditional text. Similarly
to CpG methylation signals, these histone signals (or marks) are read and interpreted
by chromatin modifying enzymes and elements of the transcriptional machinery. How-
ever, in contrast to DNA methylation, the myriad histone modifications and variants
are less directly linked to the nucleotide sequence, can be combinatorially deployed and
seem to show a high level of dynamism and redundancy in their use in the cell. The
resulting associations are diverse including the usual epigenetic suspects such as the
reinforcement of established patterns of expression and the stable repression of genes
whose activation is inappropriate or detrimental to cell state, but also encompass many
other aspects of transcriptional regulatory fine control. The extension of corresponding
locus-specific techniques to genome-wide assays and subsequent integration with other
data such as gene expression, TF binding and genomic sequence annotation are helping
to provide a more unified view of this primary structure of chromatin.

High resolution whole genome nucleosome occupancy maps, as assayed by MNase-
seq (see Section 1.5), have shown a surprising amount of non-random nucleosome po-
positioning when aggregated over cell populations. Most nucleosome positions in the
human genome are more stably positioned than would be expected by random chance
and a substantial proportion (8.7%) have highly consistent placement[34]. The presence
of nucleosomes can occlude TF binding sites as evidenced by the typically low propor-
tion of possible binding locations that are occupied in vivo. The result is that TF
localisation tends to be biased towards nucleosome-free regions (NFRs), which often
occur immediately upstream of regulated genes\cite{35} (Figure 1.2A). Sequence characteris-
tics in part determine these patterns of nucleosome occupancy, but the binding of TFs
and the action of ATP-dependent chromatin remodelling enzymes such as those of the
SWI/SNF family\cite{36} can act to override these preferences. In particular, the binding
of CTCF\cite{37} and NRSF/REST\cite{38} have been shown to result in highly regular spacing
of surrounding nucleosomes and similar patterns of phasing have been observed near
TSSs\cite{39}. The association between chromatin “openness” and regulatory activity is the
rationale behind genome-wide approaches that include DNase-seq\cite{40}, FAIRE-seq\cite{41}
and Sono-seq\cite{42}, which directly assay chromatin accessibility (see Section 1.5). Impor-
tantly, these methods do not distinguish between the many possible reasons for this
accessibility, but instead provide a window into the functionally engaged portion of the
genome. Indeed high density mapping of DNase 1 cleavages can help to identify the
specific transcription factors bound from the analysis of accessible sequence motifs\cite{43,44}.

There is a huge and growing catalog of identified histone marks comprising at
least eleven types of post-translational modification, including methylation, acetylation,
ubiquitylation and formylation, which occur at over 60 different amino acid residues\cite{45}.
Although there is correlative evidence linking many of these marks with particular ge-
nomic features and activities, their specific functions in the context of transcriptional
regulation remain largely uncharacterised. Nevertheless, maps of chromatin modifications
have been successfully used as a proxy for transcriptional state, as well as in the
hunt for novel genes and regulatory elements\cite{46,47}. For instance, peaks of histone H3
lysine 4 trimethylation (H3K4me3) are associated with the TSSs of actively transcribed
genes and this mark tends to occur at CGI-containing promoters, or high CpG content
promoters (HCPs), by default\cite{48}. The link between H3K4me3 and “open” chromatin
is supported by corresponding hypersensitivity to DNase 1 digestion and elevated levels
of histone acetylation, both of which are generally associated with increased chromatin
accessibility. HCPs are also characterised by RNAP2 occupancy at the TSS, although
the absence of transcription in many cases indicates that these types of promoters are
subject to additional layers of transcriptional regulation beyond initiation.

Although the relationship between HCPs and H3K4me3 could be explained by the
binding of CFP1 and action of associated H3K4 methyltransferase complexes at un-
methylated CGIs (as mentioned above), there is evidence that the act of transcription
initiation itself may also contribute to the open chromatin status and deposition of this mark\textsuperscript{[49]}. Similarly to this positive feedback loop between transcription and chromatin state, the interdependence between TFs and chromatin state has been suggested to be important in the maintenance of accessible (euchromatic) regions of the genome and the spreading of repressive (heterochromatic) marks\textsuperscript{[50]}. Coupled with cross-talk between the large number of different histone modifications\textsuperscript{[50]}, this model of chromatin as a platform for the integration of signals from many TFs, may provide robustness to established expression states and help to facilitate complex gene regulation\textsuperscript{[51]} (Figure 1.3).

**Figure 1.3:** The relationship between genomic sequence, chromatin state and transcriptional activity. Rather than a simple direct relationship between genome sequence and gene expression (linear arrows), multiple factors influencing transcription provide additional layers of complexity (curved arrows). Chromatin state represents a “hub” or platform for the integration of up- and downstream regulatory signals adding robustness and responsiveness to the system. See Section 1.3 for the role of cohesin in transcriptional regulation. Figure adapted from Merkenschlager et al.\textsuperscript{[52]}

HCP genes requiring tissue-specific regulation, for example those encoding developmental transcription factors, can be inactivated by Polycomb repressive complexes (PRC1 and PRC2) whose presence is characterised by the deposition of H3K27me3\textsuperscript{[53]}. The simultaneous (bivalent) marking of HCPs by H3K4me3 and H3K27me3 is thought
to represent a poised transcriptional state, as the corresponding genes are inactive in pluripotent cells but become either rapidly activated or stably repressed depending on the subsequent developmental stage\textsuperscript{[54]}. More stable gene repression, or silencing, is associated with large regions of H3K9me2 and H3K9me3, which recruit heterochromatic protein 1 (HP1)\textsuperscript{[55]}.

In contrast to default-on HCP genes, which are enriched for house-keeping functions, genes without promoter CGIs (low CpG content promoters, LCPs) require the binding of specialised TFs for RNAP2 recruitment, full activation and associated H3K4me3 marking. This suggests that substantial LCP regulation occurs at the level of transcription initiation\textsuperscript{[53]}. Furthermore, these genes tend to have tissue-specific functions relevant to terminally differentiated cells, and their poised status in undifferentiated cells is accompanied by H3K4me2 but not H3K4me3 at the promoter. Although stable inactivation of LCP genes is not associated with particular histone modifications, they may be DNA methylated\textsuperscript{[56]}.

Other chromatin features associated with active promoters are H3K4me1 and the histone variant H2A.Z, which conveys protection from DNA methylation\textsuperscript{[57]}. Actively transcribed gene bodies possess chromatin modifications distinct from those at active promoters including H3K36me3 and H3K79me2, which correspond to the abundance of elongating RNAP2 and accompanying histone methyltransferases\textsuperscript{[49]}. Within transcripts, expressed exons are enriched for H3K36me3, which may be at least partly explained by increased exonic nucleosome occupancy. Nevertheless, these findings suggest a link between chromatin structure and co-transcriptional splicing, where spliceosome activity and recruitment is either aided by nucleosome barrier-induced RNAP2 slowing or the level of H3K36me3 itself\textsuperscript{[53]}.

The task of comprehensively identifying enhancers genome-wide is complicated by their cell-type-specific activity and the diversity of TFs which bind them. However, by exploiting similarities in their chromatin context, promoter distal loci occupied by the active enhancer-associated protein EP300 were used to determine a more general histone modification signature: H3K4me1 in the absence of H3K4me3\textsuperscript{[58]}. Other histone marks that occur at enhancers include H2BK5me1, H3K4me2, H3K9me1, H3K27me1, H3K36me1\textsuperscript{[46]} and H3K27ac. The latter can be deposited by EP300 and CREBBP and also occurs frequently at active mammalian promoters\textsuperscript{[59]}. This and other similarities
in the modifications that occur at enhancers and promoters may be a result of their proximity in 3D space and “sharing” of physically associated chromatin modifying enzymes at either genomic region[53].

Insulators are regulatory elements that interfere with interactions between distinct genomic regions. A classical example is the blocking of enhancers from acting on nearby promoters, but there is evidence that insulator function extends to more general roles in the formation of barriers to maintain separate chromatin and transcriptional states[60]. Insulators as defined by the presence of CTCF (see Section 1.2) are not consistently associated with a particular chromatin signature apart from a modest enrichment of the histone variant H2A.Z[46]. In addition to these punctate functional elements, distinct histone modifications are also associated with megabase sized replication time zones[61] and large homogenous regions of active or repressed chromatin thought to be involved in the formation of subnuclear structures such as Polycomb bodies[62], transcription factories[63] and lamina associated domains (see Section 1.1.2.5).

Although a “histone code” analogous to that of the genetic code remains elusive[64], unsupervised machine learning approaches have enabled the vast amounts of epigenomic data generated by projects such as ENCODE to be summarised in an easily-interpretable manner[65]. This type of integrative analysis and annotation of chromatin state can provide a starting point for the characterisation of non-coding DNA and the interpretation of individual genome sequences.

1.1.2.3 Higher-order chromatin and looping structures

Beyond insight from assays of nucleosome occupancy, chromatin accessibility and modifications, which are agnostic to the 3D structure of the genome, comparatively little is understood about higher-order chromatin organisation. The “beads on a string” configuration, consisting of linear arrays of nucleosomes, is subject to further compaction by linker histone H1 binding to spacer DNA between successive nucleosomes. This is thought to form condensed solenoidal fibres or other repetitive structures with a diameter of ≈ 30 nm which are associated with heterochromatin (Figure 1.2A). However, neither the detailed organisation of these structures nor the cell types or stages where they exist in vivo are clear[66].
Euchromatin, which is associated with transcriptional activity, needs to be organised in such a way as to ensure regulated gene expression. Batteries of regulatory elements – spread in and around transcriptional units – are also often located at great distances from their target genes. This may be a particular feature of mammalian genomes which have a relatively low gene density and therefore a high proportion of non-coding (potentially) regulatory DNA per gene\cite{67}. Locus-specific studies of genes encoding developmental TFs suggest the importance of such wide-ranging regulatory landscapes comprising potent, but distant, tissue-specific enhancers\cite{68}. In chromatin looping models, these elements exert their positive effects on target promoters by forming direct, through-space interactions with components of the transcriptional machinery. Hypothesised mechanisms that could initiate such interactions include linking by large protein complexes, tracking or scanning of enhancer-bound factors (e.g. RNAP2), as well as more passive free diffusion scenarios\cite{69}. Alternative models of enhancer function include “placeholding” of pioneer factors for TFs expressed at a later developmental time-point, spreading of associated chromatin states and the indirect action of enhancer-associated non-coding transcripts (eRNAs). However, evidence from fluorescent in situ hybridisation (FISH) and, more recently, chromosome conformation capture (3C) techniques, which involve formaldehyde mediated chromatin fixation (cross-linking) and sequencing to identify pairs of regions in close proximity (see Section 1.5.4), provide support for enhancer-promoter looping as a widespread phenomenon\cite{69}.

Chromatin looping in the context of enhancer-promoter interactions was first studied at the \(\beta\)-Globin gene cluster. Initial 3C experiments showed that the locus control region (LCR) forms long-range (\(\approx 50\) kb) contacts with downstream promoters of either embryonic or adult globin genes, which are expressed according to their corresponding developmental stages in erythrocytes (Figure 1.4A). In addition to these dynamic multi-gene interactions, the LCR also forms more stable contacts with up- and downstream DNase 1 hypersensitive sites (DHSs) that have been proposed to contribute to the creation of a chromatin micro-environment, or hub, conducive to globin gene transcription\cite{70}. Another well-studied gene subject to long-range control is \textit{Sonic hedgehog} (\textit{Shh}), which encodes a signalling protein with a role in developmental patterning. The complex spatial expression patterns of \textit{Shh} in various embryonic structures is regulated by an array of enhancers extending beyond an upstream gene desert. For example, transient promoter contact of the ZRS element, separated by a linear distance of almost one megabase and spanning an intervening gene, is required for \textit{Shh} expression in
the developing limb bud\textsuperscript{[@ref{71}]} (Figure 1.4B). In addition to these one-to-many (\(\beta\)-Globin) and many-to-one (\(Shh\)) enhancer looping configurations, the collinearly expressed \(HoxD\) gene cluster is regulated by long-range interactions with multiple activating elements in a partially redundant manner\textsuperscript{[@ref{72}]} (many-to-many; Figure 1.4C).

![Figure 1.4: Long-range regulation by chromatin looping at selected developmental loci. (A) Schematic of the \(\beta\)-Globin gene cluster showing developmental stage-specific contacts (curved arrows) involving the LCR (orange ovals) and promoters of either embryonic or adult globin gene promoters. (B) Long-range looping interaction active in cells of the developing limb bud involving the \(Shh\) gene and the distal ZRS enhancer element (green oval) located in an intron of the \(Lmbr1\) gene. Other tissue-specific elements (blue and orange ovals) are indicated. (C) Multiple enhancer elements (blue ovals) interact with each other to coordinate the expression of the \(HoxD\) gene cluster. Figure adapted from Montavon et al.\textsuperscript{[@ref{73}]} The action of specific proteins bound at loop endpoints is likely needed to boost interaction frequencies above that expected under situations of random diffusion\textsuperscript{[@ref{74}].}
Many different types of factors have been suggested to mediate loop formation in the context of both positive and negative regulation, including activator TFs, Polycomb complexes, chromatin remodelers, RNAP2, as well as insulator and architectural proteins[75]. However, in the case of LCR contacts with β-Globin genes, it has been shown that the role of the RNAP2 transcriptional machinery itself is not required to maintain long-range interactions[76]. Furthermore, although ZRS deletion interferes with Shh transcription in budding limbs, the resulting 3D conformation of the locus is unchanged[77]. Similarly, long-range interactions with enhancer elements controlling digit expression in the HoxD cluster are also present in the developing forebrain despite the total absence of transcription[72]. These findings suggest that enhancers, and other regulatory elements, may often take advantage of pre-existing chromatin structures rather than relying on the act of transcription or recruited tissue-specific factors to create these long-distance contacts de novo.

Chromatin contacts have also been detected between insulator sites, where the directly bound factor CTCF (see Section 1.2) and associated cohesin complex (see Section 1.3) have been shown to co-depend on each other to facilitate loop formation. CTCF-based loops deployed in a constitutive or condition-specific manner, as they are near the well-studied mono-allelically expressed Igf2 gene, influence transcription by modulating local chromatin topology. There are many different conceivable and demonstrated mechanisms whereby such long-range interactions can enable complex gene regulation. Indeed the thousands of binding sites where CTCF and cohesin co-occur and potentially form chromatin loops have led to suggestions that these proteins may help to set up the global 3D structure of the genome[78,79].

On a more local level, chromatin loops linking the 5’ and 3’ ends of individual genes seem to favour messenger RNA (mRNA) synthesis by RNAP2 over corresponding non-coding RNAs (ncRNAs) at bidirectionally transcribed promoters. These gene loops are also thought to enable efficient recycling of components of the transcriptional machinery and associated factors, thereby contributing to fully productive gene expression[80].

Apart from contacting themselves in this way, genes have been shown to reach out and touch other co-regulated genes in the nucleus, as has been demonstrated for globin genes[81], estrogen receptor alpha (ER) induced genes[82] and the promoters of genes actively transcribed by RNAP2 in general[83]. Furthermore, instead of being restricted to
long-distance communication with target promoters, there is evidence that regulatory elements can also interact with each other to coordinate gene activation\cite{84}. The full complement of possible connections involving genes and regulatory elements is therefore represented in the nucleus. This suggests that gene regulation in higher eukaryotes involves complex 3D networks of chromatin interactions\cite{85}, as is supported by a recent targeted high-resolution study of interactions involving human gene promoters\cite{86}.

### 1.1.2.4 Chromatin compartmentalisation

From the imaging of live cells, it is clear that chromosome positions, although broadly consistent over the lifetime of a particular cell, are highly variable between cells\cite{85}. Yet, in the face of this large-scale structural heterogeneity, individual cells in the population still manage to maintain their expression states, which are dependent on 3D regulatory interactions, as discussed above. This apparent paradox may be explained by a domain-like organisation of chromatin, where sub-regions of the genome are hierarchically compartmentalised\cite{85}. In this model, chromatin is reproducibly structured on a local, sub-domain level, whereas the relative distribution of these domains within the nucleus is more variable between cells. Indeed, there is currently support for two such genome-wide levels of organisation: chromatin compartments and topologically associating domains (TADs; Figure 1.5).

The first computational analysis of results from Hi-C – a high-throughput genome-wide version of 3C (see Section 1.5.4) – in human cell lines revealed that interphase chromatin can be classified into megabase-sized architectural compartments, denoted as A and B (Figure 1.5). A compartments are associated with marks of open chromatin, gene-dense regions and active transcription, whereas B compartments tend to be “closed”, gene-poor and less transcriptionally active\cite{22}. The fact that loci within the same compartment show a preference for similar interacting partners, probably reflects their spatial clustering in the nucleus. Active genes within compartment A are thought to co-associate at transcription hotspots (or factories) in the nuclear interior, whereas repressed genes congregate at distinct regions such as the peripherally located nuclear lamina\cite{85} (see Section 1.1.2.5). Consistent with ties to transcriptional activity, compartments exhibit cell-type-specific changes, where large regions containing genes expressed in a lineage-specific fashion switch compartment assignment during differentiation\cite{22,88,89}. 
Figure 1.5: Higher-order organisation of chromatin into compartments and TADs. A and B compartments with distinct interaction profiles are indicated above and comprise TADs, which exist at a lower level in the hierarchy of chromatin structure (below). Corresponding cartoon models of the 3D chromatin structure represented by the Hi-C maps (left) are shown. Figure adapted from Dekker et al. [87]
Recent genome-wide (Hi-C) data in *Drosophila*[^90], mouse and human cells[^91], as well as high-resolution 5C (see Section 1.5.4) interaction maps of the mouse X-inactivation centre[^92], have identified discrete locally-constrained blocks of chromatin, or TADs. Loci within the same TAD interact more frequently with themselves than with other loci (Figure 1.5). Although TADs vary in size, both visual inspection and computational analysis show that they tend to comprise hundreds of kilobases of DNA (*median* = 880 kb in mice) and cover ≈ 90% of the genome. In contrast to compartments, TADs seem to be stable across cell types and highly conserved between different species, suggesting that they are fundamental building blocks of higher-order chromatin structure in mammals[^91]. Furthermore, TADs contain coordinately expressed genes[^92] and enhancer-promoter interactions occur more frequently within the same TAD than across domain boundaries[^91]. These observations point towards a role for TADs in defining local gene regulatory neighbourhoods and constraining the universe of possible chromatin interactions that a particular locus can participate in. Chromatin in live cell nuclei is locally dynamic with substantial diffusional mobility up to distances of 0.25μm[^93,94], which corresponds to a megabase or so of DNA. Therefore, within TADs, it is expected that regulatory elements would have ample opportunity to encounter their targets by chance alone.

The unbiased all-versus-all nature of the genome-wide Hi-C assay provides the opportunity to study fundamental biophysical properties of chromatin. Using results from simulations of different polymer models, the “fractal globule” was found to be the most consistent with empirical data at the megabase scale[^22]. In this model, the extremely long and flexible polymer is condensed and locally compact – rather than being spread – enabling knot-free packaging and easy unfolding (or refolding) of chromosomal sub-regions. 3C and associated techniques to assay chromatin conformation also allow for the bottom-up construction of 3D models representing the structure of large chromosomal regions[^95] or even whole genomes[^96,97,98]. By modelling the global structure of the genome and capturing cell-to-cell variability with conformational ensembles, it is expected that these physics-based approaches will enable the discovery of novel organisational principles[^99].
1.1.2.5 Chromosome territories, nuclear bodies and subnuclear position

It is becoming increasingly clear that position within the nucleus is an important aspect of gene regulation. Imaging studies, and more recently Hi-C, have confirmed that individual chromosomes tend to occupy specific domains in the nucleus, termed chromosome territories (CT)\textsuperscript{[100]}. Apart from their largely mutually exclusive volumes, the radial arrangement of chromosomes also correlates with gene density. For example, chromosomes with high gene density (e.g. human chr19) consistently occupy interior positions, whereas gene poor chromosomes (e.g. human chr18) occur more frequently near the nuclear periphery\textsuperscript{[101]}. These observations, based on chromosome positions, point towards structural and spatial mechanisms of gene expression regulation that can operate at the chromosome-wide level. A particularly dramatic example of this is the global compaction and almost complete silencing of one X chromosome in female mammal cells. The action of the Xist long non-coding RNA (IncRNA), which coats the inactivated X chromosome, is central to the formation of this discrete and repressive CT known as the Barr body\textsuperscript{[102]}.\textsuperscript{20}

Genome-wide mapping of nuclear lamina-associated domains (LADs) in human fibroblasts, revealed that these regions correlate with low levels of gene expression and repressive chromatin marks\textsuperscript{[103]}. Although not always sufficient, artificial recruitment to the nuclear lamina can facilitate transcriptional repression\textsuperscript{[104]} and dynamic (dis-)associations with this compartment have been shown to accompany differentiation events\textsuperscript{[105]}. Recently, specific lamina-associating sequences (LASs) enriched for GAGA motifs have been implicated in the targeting of genomic loci to the nuclear periphery\textsuperscript{[106]}. In contrast to the repressive effects at the lamina, contact with components of nuclear pore complexes (NPCs) is associated with euchromatin and active transcription\textsuperscript{[107,108]}. However, many of these nucleoporin-associated regions (NARs) are bound by diffusible NPC proteins in the nucleoplasm and specific binding to NPC-tethered forms occurs only for a small set of inactive genes in \textit{Drosophila}\textsuperscript{[109]}. Therefore, it remains to be determined whether the nuclear pore indeed represents a chromatin compartment that is functionally distinct from the nuclear lamina\textsuperscript{[110]}.\textsuperscript{20}

Transcription factories are nuclear foci where actively transcribed genes come together at sites of locally increased regulatory protein and RNAP2 concentration. Al-
though the dynamic colocalisation of transcribed genes with clusters of active RNAP2 molecules has been observed in vivo\textsuperscript{[111]}, a model where the latter are immobilised to a nuclear substructure is still controversial\textsuperscript{[63]}. High levels of expression – facilitated by multiple simultaneously transcribing RNAP2 molecules – and processes such as bidirectional transcription are examples of some of the challenges faced by the idea that genes are recruited to, and “reeled” through, fixed transcription factories. Other issues such as their variable number between cells, compositional details and mechanism of formation still need to be resolved\textsuperscript{[63]}. On the other hand, more is known about transcription by RNAP1 and RNAP3 at the nucleolus, which is formed around clustered arrays of ribosomal genes from multiple chromosomes. By genome-wide mapping of nucleolar-associated domains (NADs), it was found that silenced RNAP2-dependent genes also occur at nucleoli\textsuperscript{[112]}. Therefore, like LADs, these regions can serve as a scaffold for the sequestration of heterochromatin.

### 1.2 CCCTC-binding factor, CTCF

CCCTC binding factor (CTCF) is an essential\textsuperscript{[113,114,115]} and widely expressed nuclear protein with a DNA-binding domain that is highly conserved from fly to human\textsuperscript{[116]}. CTCF uses combinations of its 11 zinc fingers to recognise an information-rich core motif common to most binding events, a newly discovered but less frequent additional motif\textsuperscript{[117]} and possibly other protein binding partners\textsuperscript{[118]}. Originally identified as a transcriptional regulator of the c-Myc oncogene\textsuperscript{[119,120,121]}, its known repertoire has expanded to include a diverse array of well-characterised gene regulatory functions from transcriptional activation to repression and silencing\textsuperscript{[122,123,124]}.

CTCF’s apparently unique ability to directly bind vertebrate insulators and role in ensuring the correct architecture and expression at imprinted genes, in particular \textit{Igf2/H19}, have been extensively studied\textsuperscript{[125,126,127,128]}. Allelic differences in the expression of the mammalian \textit{Igf2} and \textit{H19} genes are the result of a nearby gDMR, the imprinting control region (ICR), harbouring multiple clustered CTCF binding sites. 3C experiments indicate that DNA methylation-free maternal ICR recruitment of CTCF blocks the looping of a distant enhancer to the \textit{Igf2} promoter and its subsequent expression. However, paternal ICR methylation prevents CTCF binding and associated insulation effects, thereby allowing these enhancer-promoter interactions to occur, re-
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resulting in activated expression of the Igf2 gene\cite{129,130,131,132}.

Despite demonstrated roles in gene regulation and development at isolated loci, recent comparisons of genome-wide CTCF occupancy across multiple tissues and species have revealed high levels of cell-type invariance\cite{133,134} and conservation\cite{20,117} in its patterns of binding. Differential CTCF binding in cancer cell lines correlates with widespread DNA methylation differences and therefore may be a particular feature of tumour cells\cite{135}. Other features of CTCF binding include a relatively low level of enrichment at promoters compared to other transcription factors and, consistent with insulation, its frequent presence at the boundaries between active and inactive chromatin domains\cite{134}. Furthermore, CTCF binding sites demarcate the borders of regions localised to the nuclear periphery (LADs)\cite{103} and are enriched at TAD boundaries\cite{91}, both of which represent important features of higher-order chromatin structure. These findings, together with results showing that CTCF binding events correlate with intra- and inter-chromosomal interactions in the human genome as measured by Hi-C\cite{22,136}, point towards a global genome-wide organisational role\cite{78}. However, rather than acting in isolation, CTCF has been shown to depend on cohesin for its looping function (Figure 1.6C, see Section 1.3).

Given CTCF’s diverse roles, it is not surprising that the protein is linked to a number of diseases including Beckwith-Wiedemann syndrome, characterised by loss of CTCF binding sites in the ICR\cite{138}, neurological disorders\cite{139}, as well as cancer, leading to its classification as a tumour suppressor\cite{140}. Host CTCF has also been shown to bind and regulate gene expression in a number of viral genomes, including Epstein-barr virus\cite{141} and Kaposi sarcoma-associated herpes virus\cite{142}.

ChIP-seq analyses have highlighted the role of transposable elements in the evolution of high numbers of CTCF binding sites closely matching the long motif consensus in mammalian genomes. Specifically, B2 repeats – members of the short-autonomous interspersed elements (SINE) family – possessing embedded CTCF binding sites have undergone recent massive lineage-specific expansions in rodents\cite{117}. As CTCF binding could conceivably prevent methylation-dependent silencing of transposons\cite{135,143}, such “passenger” CTCF motifs may have played a role in their retention as active elements. These results add weight to previous evidence suggesting the importance of retroelement-driven remodelling of regulatory networks in general\cite{144}.
Figure 1.6: Models for cohesin function in sister chromatid cohesion and loop formation, with and without CTCF. (A) The embrace model whereby cohesin is thought to hold sister chromatids together. (B) Model of enhancer-based activation of target genes where cohesin stabilises loop formation and facilitates bridging of the mediator complex between distal TFs and promoter-proximal RNAP2. (C) Model of CTCF-based insulator activity wherein cohesin facilitates looping between distinct CTCF binding events thereby disrupting enhancer-promoter interactions. Figure adapted from Cuylen et al. [137]
1.3 The cohesin protein complex

The evolutionarily conserved cohesin protein complex plays an essential role in chromosome cohesion during mitosis and meiosis\cite{145}. The core of the complex is a heterodimer of structural maintenance of chromosomes (SMC) subunits (SMC1A and SMC3) connected by a third subunit RAD21 (MCD1/SCC1 in budding yeast), forming an unusual tripartite ring-like structure\cite{146,147}. RAD21 is bound to a fourth member (either STAG1, STAG2 or STAG3) and it has been proposed that the complex mediates cohesion by embracing sister chromatids\cite{148} (Figure 1.6A). Several other proteins are associated with cohesin including NIPBL (Nipped-B in fly, Scc2 in budding yeast), which is required for loading of cohesin onto chromatin\cite{149}.

Although essential for sister chromatid cohesion, Nipped-B was first identified in Drosophila as a result of its function in gene regulation, where it was suggested to facilitate enhancer-promoter interactions\cite{150}. Similarly, mutations in core components of the cohesin complex can affect gene expression, and have been linked to developmental defects (cohesinopathies) in a number of different species\cite{151,152,153,154,155,156,157}. Beyond its presence on sister chromatids during cell division, cohesin is also expressed in post-mitotic cells and is loaded onto unreplicated chromosomes in telophase\cite{155,158,159}. Together, these findings point towards an important noncanonical role of cohesin in regulating gene expression.

More recently, genome-wide maps of cohesin binding in mammalian cells reveal that the complex functionally associates with the majority of CTCF sites. Cohesin, which has no known DNA-binding domain, is recruited to chromatin via CTCF C-terminal tail interactions with the STAG2 subunit where it assists in performing its function as an enhancer-blocking insulator\cite{142,159,160,161,162} (Figure 1.6C). Direct evidence from cohesin knockdown experiments implicates the complex in facilitating long-range interactions between CTCF sites at the H19/Igf2 locus, as well as at others including the IFNG, apolipoprotein and hemoglobin, beta genes\cite{163,164,165,166}.

ChIP-seq experiments in MCF-7 and HepG2 human cancer cells show that cohesin also binds to thousands of sites in a CTCF-independent manner. In stark contrast to
relatively invariant CTCF sites, these cohesin-non-CTCF (CNC) binding events differ dramatically between cell-types. CNC sites colocalise with tissue-specific TFs such as ER in MCF-7 cells, and contribute to global gene expression. Cohesin is also highly enriched at ER-bound regions that participate in chromatin looping interactions as assayed by ChIA-PET\cite{167,168} (see Section 1.5.4). A study in mouse embryonic stem (ES) cells, which highlighted subunits of both the cohesin and mediator complexes as key contributors to ES cell state, found analogous patterns of CNC binding and co-occupancy with pluripotency regulators, including POU5F1 (also known as OCT4), at interacting promoter and enhancer regions\cite{169} (Figure 1.6B). Finally, results from 3C experiments show that cohesin is required for similar promoter-enhancer interactions within the T-cell receptor alpha (Tcra) locus\cite{170}. Taken together with previous findings, this firmly establishes a role for the complex in the widespread mediation of long-range transcriptional control.

Therefore, consistent with the theme of modularity and reuse in biology, it seems likely that evolution has re-purposed a protein complex originally involved in a universal eukaryotic function in \textit{trans} (mitotis), for a related topological function in \textit{cis} (intrachromosomal looping) that is central to cell-type-specific regulation in multi-cellular organisms\cite{171}. However, rather than duplication and diversification as is the case in the neofunctionalisation of paralogs\cite{172}, the same cohesin complex fulfils these distinct roles, which predominate at different stages of the cell cycle.

1.4 Brother of Regulator of Imprinted Sites, CTCFL

Initially discovered in a screen of rodent testes extracts, CTCF-like (CTCFL) or Brother of Regulator of Imprinted Sites (BORIS) was named according to its structural similarity and inferred paralogy to the well-characterised CTCF protein\cite{173}.

The \textit{Ctcfl} gene is thought to have arisen via a duplication event during vertebrate evolution at least 210 mya\cite{174} and although the 11 zinc finger DNA-binding domains in the respective proteins are highly similar, their C- and N-terminal domains show no significant similarity in mouse or human\cite{173}, pointing towards differences in their interactions with cofactors. Results from expression profiling in amniotes suggest that
a functional change occurred in CTCFL early in the evolution of therian mammals that resulted in its germ-line-restricted expression pattern\textsuperscript{174}.

Although there are conflicting reports as to the specific cell type and time-point of localisation in the testis, the most recent studies show transient presence of CTCFL in nuclei of spermatogonia and preleptotene spermatocytes prior to the onset of meiosis\textsuperscript{175}. Initial observations that the mutually exclusive expression of CTCFL and CTCF in testis is correlated with the re-setting of genome-wide DNA methylation led to a hypothesised role for CTCFL in the developmental reprogramming of the epigenome\textsuperscript{173}, but the precise details of this putative function remain elusive. Nevertheless, CTCFL’s role as a male germ cell gene regulator is strengthened by research showing that its deficiency affects the expression of a number of testis-specific genes resulting in spermatogenesis defects\textsuperscript{175}.

Abnormally high levels of CTCFL have also been detected in a number of human tumour samples and cancer cell lines. Here its expression has been linked to promoter demethylation and de-repression of genes normally exclusively expressed in testis\textsuperscript{176}. Consequently CTCFL is classified as a cancer-testis antigen (CTA) and the protein is currently the focus of anti-tumour vaccine development efforts\textsuperscript{177}. On the other hand, CTCF is generally considered a tumour suppressor gene\textsuperscript{140}. This, together with CTCF and CTCFL’s normally mutually exclusive expression patterns and opposite effects on their targets, namely the Igf2/H19 ICR epigenetic status\textsuperscript{178}, Bag1\textsuperscript{179} and hTERT\textsuperscript{180} genes, as well as the Ctcfl gene itself\textsuperscript{181}, suggests that the paralogs may be antagonistic regulators of their common binding loci.

In contrast to CTCF which exists as a single isoform, the expression of CTCFL seems to provide more opportunities for regulation, involving three alternative promoters capable of producing 23 different splice isoforms and corresponding to a total of 17 distinct protein products in human cells\textsuperscript{177}. CTCFL’s cellular position may also be subject to additional layers of control, with reports of its accumulation in either the cytoplasm or localisation near specific nuclear structures, including the centrosome and nucleolus, whereas CTCF is more generally distributed in the nucleoplasm\textsuperscript{176,182}.

Whether under normal physiological conditions in the male germline or in cancer cells, the study of CTCFL is complicated by its transient presence, structural com-
plexity and expression variability. However, close structural and functional links to CTCF and cohesin as well as its recent evolution, tissue-restricted expression pattern and prevalence in cancer cells, make it an intriguing subject of mammalian chromatin research.

1.5 High-throughput approaches in functional genomics

A number of key technologies have accelerated the study of genome function. Scaling up from successful attempts to determine viral and organelle DNA sequences starting in the late 70’s, machines implementing automated Sanger sequencing – the dominant method for almost two decades – enabled the first cellular genomes to be sequenced, including the finished human genome reference.\[^{183}\] Despite providing a fundamental resource for locus-specific analyses and biomedical research in general, whole-genome DNA sequences also facilitated the first assays of genome functioning on a global scale. Polymerase chain reaction (PCR)-based techniques, for example, that quantify the expression of individual genes (qRT-PCR) gave way to high-throughput genome-wide alternatives such as microarrays, which allow the full complement of an organism’s known genes to be interrogated simultaneously.

DNA microarrays consist of hundreds of thousands of short synthesised oligonucleotide probes, complementary to known transcript sequences, immobilised on a solid support surface in a two dimensional array. Gene expression values are determined by measuring the intensity (and therefore quantity) of fluorescently labelled sample complementary DNA (cDNA) that hybridises to these probes.\[^{184}\] Microarrays with overlapping probes that “tile” the genome (tiling arrays) have also been designed to assay chromatin state and find regulatory elements i.e. features with no clear a priori genomic distribution (see Section 1.5.2), but there remain a number of limitations of array-based technologies. Microarrays measure sample abundance indirectly, are subject to saturation effects (limited dynamic range) and issues related to cross-hybridisation to non-exactly matching probe sequences.\[^{185}\] Although tiling arrays can be used to discover new, short and low-abundance RNAs, conventional sequencing is usually needed to determine precise transcript structures.\[^{186}\] Single-nucleotide poly-
morphism (SNP)-chips can be used to assay population variation at known sites and for diagnostic purposes\[187\], but microarrays are otherwise blind to the departure of individual genomes from the reference sequence.

The recent development of high-throughput, or next-generation, sequencing (NGS) technologies has enabled the rapid and relatively cheap sequencing of massive amounts of DNA. In addition to revolutionising whole-genome (re-)sequencing, this has led to a wave of NGS-based techniques, adapting originally locus-specific functional assays to their genome-wide alternatives. Apart from continually falling sequencing costs, other benefits of these “digital” assays (e.g. DNase-seq, ChIP-seq, 4C-seq) over their microarray-based forerunners (DNase-chip, ChIP-chip, 4C-chip) include greater coverage, dynamic range and resolution\[188\].

Shankar Balasubramanian and David Klenerman of the University of Cambridge originally developed the particularly successful DNA sequencing technology that was commercialised in the joint founded Solexa Inc.\[189\] and subsequently acquired by Illumina Inc. In the next section, I provide a brief description of NGS technologies, focussing on this Illumina/Solexa platform, which was used to generate the data presented in this thesis. The following sections discuss the techniques and downstream data analysis corresponding to NGS-based chromatin state assays, transcriptomic assays and chromatin conformation assays. Common steps in the analysis of NGS data involve quality assessment of raw sequences and alignment to the reference genome or transcriptome to determine their identity. There is a vast and growing list of stand-alone, command-line and web-based computational tools for downstream data processing, where the method of choice depends on the application and biological question being addressed. The R statistical environment and Bioconductor genomics toolbox\[190\] also provide a number of useful packages for data manipulation and integration, which were used extensively throughout this thesis.

1.5.1 High-throughput sequencing technologies

Current commercially-available NGS technologies all employ massively parallel approaches which take place on a solid support surface, but differ in a number of respects including template preparation, sequencing and imaging, as well as downstream anal-
In the case of Illumina/Solexa, double-stranded sample DNA is sheared into 200-300 bp fragments followed by end-repair and adapter ligation (Figure 1.7A). The single-stranded template DNAs are then attached to random positions on the dense “lawn” of primers covering the surface of a flow cell, which contains eight lanes allowing parallel sequencing of multiple samples (Figure 1.7B). Solid-phase amplification is accomplished by repeated cycles of “bridging” of the immobilised fragments to nearby primers generating double-stranded DNA (Figure 1.7C), followed by denaturing, resulting in millions of molecular clusters each containing identical copies of single-stranded template DNA (Figure 1.7D). Sequencing-by-synthesis then proceeds by a four-colour cyclic reversible termination (CRT) method, where individual labelled nucleotides are incorporated into the growing oligonucleotide chains by polymerases, which are then laser imaged (Figure 1.7D). Fluorescent dye and terminator removal allows the process to be repeated, with each cycle determining the identity of a single template nucleotide per cluster (Figure 1.7E).

Other technologies include Roche/454 and Life/ABI’s SOLiD, which use emulsion PCR followed by pyrosequencing and sequencing-by-ligation respectively, as well as machines by Pacific Biosciences that involve immobilisation of polymerase molecules (instead of templates/primers)\cite{191}. The latter technology and other single molecule nanopore-based approaches on the horizon promise much longer read lengths, allowing for comprehensive sequencing of repetitive DNA and improvements in the assembly of genomes/transcriptomes.

### 1.5.2 Chromatin state assays

NGS-based assays of linear chromatin state can be broadly grouped into four categories: (i) DNA methylation, (ii) chromatin accessibility, (iii) nucleosome positioning and (iv) protein-DNA interactions. Bisulphite-based methods to assay DNA methylation status involve the chemical modification of all unmethylated cytosines in the genome into uracils, which appear as thymines after PCR amplification. By sequencing the resulting DNA fragments and comparing them to the reference, the methylation status of individual cytosines can be inferred\cite{193}. Reduced representation bisulphite sequencing (RRBS-seq) lowers the cost of whole-genome BS-seq by enriching for restriction fragments within a specific size range thereby limiting the assay to a small fraction of the...
Figure 1.7: Schematic representation of the Illumina/Solexa sequencing process. Figure adapted from Strausberg et al.\textsuperscript{[192]}
genome\textsuperscript{[194]}. Although both methods allow for interrogation of cytosine methylation at single bp resolution, they do not distinguish between 5mC and the recently discovered 5hmC. On the other hand, MethylCap-seq and MeDIP-seq use methyl-binding domain proteins and specific antibodies respectively to enrich sonicated DNA for either 5mC or 5hmC fractions before sequencing\textsuperscript{[195]}.

This general approach of enriching or manipulating sample DNA to obtain fragments of interest, followed by sequencing, read alignment to the corresponding reference genome and computational identification of genomic regions with increased “signal” is a common theme among the remaining assays discussed. In the case of DNase-seq, rather than sonication, sample nuclei are treated with the DNase 1 restriction enzyme which preferentially cleaves at sites of accessible chromatin, for example nucleosome-depleted TSSs and other TF-engaged regulatory regions\textsuperscript{[196]}. The genomic density of mapped read start sites provides quantitative cleavage site information, where sites of locally increased signal, or peaks, correspond to increased chromatin accessibility (DHSs). Other methods used to map “open” regions include FAIRE-seq\textsuperscript{[41]} and the related Sono-seq\textsuperscript{[42]}, both of which involve cross-linking of chromatin using formaldehyde before sonication. Conversely, DNA fragments associated with individual mononucleosomes can be isolated using micrococcal nuclease-digestion (MNase-seq), which preferentially cleaves linker regions between adjacent nucleosomes\textsuperscript{[197]}.

Finally, genomic regions bound by – or in close proximity to – a protein of interest, be it a TF or a modified histone, are determined using chromatin immunoprecipitation followed by sequencing (ChIP-seq). Briefly, this involves sonication of cross-linked chromatin, isolation of protein-associated fragments using a corresponding antibody, reversal of cross-links and sequencing of the recovered DNA to determine the fragments originally bound by the specific protein\textsuperscript{[198]} (Figure 1.8). Importantly, a control sample prepared using the same procedure, but excluding the immunoprecipitation step, is needed to control for regional and cell-type-specific biases in sonication and platform-specific sequencing efficiency\textsuperscript{[199]}. This “Input” (Sono-seq) data is used in downstream computational analysis as described in the following section. Other experimental considerations affecting the ChIP enrichment, or signal-to-noise ratio, of target protein associated sites include antibody efficiency, sequencing depth and library complexity.
Figure 1.8: Diagram showing wet-lab workflow of a typical ChIP-seq experiment. Steps involve cross-linking of proteins to DNA, fragmentation by sonication, isolation of fragments of interest by immunoprecipitation, reversal of cross-links, DNA purification and sequencing. Red circles represent the protein of interest. Figure adapted from Mardis et al. [200]
1.5.2.1 ChIP-seq data analysis

The data analysis of a ChIP-seq experiment starts with the quality assessment of raw FASTQ output files which contain short read sequences and associated per-base quality values indicating the estimated probability that the corresponding base call is incorrect. The Babraham Bioinformatics FastQC application\textsuperscript{[201]} and Bioconductor R package ShortRead\textsuperscript{[202]} both provide web-browsable reports with aggregate quality metrics for individual raw read files, including quality score distributions, per-base sequence content, sequence duplication levels and overrepresented sequences. These checks can help identify and potentially remedy sub-standard datasets: high levels of duplicates indicates low sequence diversity in the original library, potentially the result of PCR over-amplification; adapter contamination can be identified by overrepresentation of corresponding adapter sequences. The latter can be remedied by trimming 5’ or 3’ read ends to maximise mappable sequences.

Popular tools available to map reads to the reference genome such as ELAND\textsuperscript{[189]}, Maq\textsuperscript{[203]}, BWA\textsuperscript{[204]} and Bowtie\textsuperscript{[205]}, differ in indexing strategies, speed and sensitivity. Base quality values are used to inform the scoring of alignments (all except ELAND) and indexing with the Burrows-Wheeler transform (used in the latter two tools) increases speed and memory-efficiency. After alignment, a typical ChIP-seq pipeline filters out identical duplicates (possible PCR artefacts), low quality mappings or reads with high mapping uncertainty, those corresponding to scaffolds or non-canonical chromosomes, followed by visualisation of read pile-ups, or coverage vectors, in a genome browser like Ensembl\textsuperscript{[206]} or IGV\textsuperscript{[207]}.

Good quality ChIP-seq datasets produce obvious peaks of read density that are readily identified by visual inspection and a common next step is peak calling, which produces a set of discrete genomic intervals of significant enrichment likely representing bona fide sites of protein localisation. Although this corresponds to a somewhat arbitrary thresholding of the genome into “bound” and “unbound” regions, ignoring the complexity of the underlying biology, strength/frequency of binding and cell-to-cell differences etc., it is a computationally convenient first step in the analysis. Similarly to short-read mapping software, there are a large number of available tools for peak calling, which use properties like peak shape, strand shift (offset due to sequencing of bound fragment ends), read depth and control reads to distinguish between IP-related signal and noise\textsuperscript{[208]}. The popular MACS peak caller uses a window-based
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approach to determine significantly enriched regions and an empirical false discovery rate (FDR) calculated by randomly shuffling IP and Input reads. SWEmbl – a TF peak caller developed at the EMBL-EBI and used in this thesis – employs a strand-specific Markov model-based approach where a tuneable score function is incremented and decremented according to IP and Input read distributions respectively. Many tools, including SWEmbl, provide an estimate of the peak “summit”, or position of highest enrichment, which is useful for binding site motif-related analyses (see below). Another consideration is the localisation pattern of the assayed protein: point-source factors such as TFs tend to occupy punctate, sharply defined regions; broad-source factors are associated with large genomic domains. The CCAT peak caller provides specific configurations for both types of factor.

The output from peak calling is typically tens of thousands of regions, but this number can be variable across replicates and depends on experimental factors, the protein of interest, the peak calling algorithm used, as well as sequencing depth, with more reads leading to increased sensitivity to detect higher numbers of peaks. Nevertheless, most methods consistently detect the highest-scoring peaks, so these are a justifiable focus set for DNA motif-finding analyses with tools including MEME and Nested-MICA. Previously identified position weight matrices (PWMs) corresponding to TF binding preferences are stored in databases like TRANSFAC and these can also be used to identify overrepresented motifs by scanning peak sequences. In this thesis I combined these two approaches to find motifs from both above-mentioned de novo motif discovery algorithms that best distinguished “bound” from randomly sampled “unbound” genomic regions, which were retained for downstream analysis.

The distribution and functional significance of ChIP-seq peaks can be investigated by direct overlap or proximity to nearby annotated genomic features. For example, testing TF-bound genes for enrichment of functional terms – as provided by the Gene Ontology (GO) – may help formulate hypotheses regarding the biological purpose of binding. The construction of the background set, or null distribution, is an important consideration in these enrichment tests, and other statistical hypothesis tests based on genome information. In the absence of 3D structural information, putative target genes of individual TFs or clusters thereof (CRMs) can be assigned naïvely based on minimal distance or according to more sophisticated strategies as those used by the GREAT tool.
Constructing aggregate read/fragment profiles centred on peak summit positions, motifs or other annotated features, allows the study of more subtle biological effects, including peak shape, shift or enrichment changes in different conditions/contexts, that are likely to be missed by peak overlap analyses. Recent approaches, originally developed to identify differentially expressed transcripts in RNA-seq datasets (see Section 1.5.3), have been co-opted to detect significant changes in the ChIP signal intensity of individual peaks across conditions. These are included in packages such as EdgeR\[216\] and DESeq\[217\] – and wrapped by DiffBind\[218\] – which model the distribution of mapped reads in the genome with the negative binomial distribution and use tests that capture read count variability across biological replicates. These methods are more robust and sensitive than those based on peak presence/absence, which are unable to detect the magnitude and statistical significance of ChIP signal intensity changes. Lastly, as such analyses of genome-scale data often involve thousands of comparisons, this needs to be taken into account by correcting for multiple testing.

1.5.3 Transcriptomic assays

Two major goals of genome-wide analyses at the RNA level, transcriptome annotation and quantification, have traditionally been tackled using separate technologies: Sanger sequencing of cDNA or expressed sequence tag (EST) libraries, and microarray expression analysis of known transcripts respectively\[219\]. The advent of NGS has enabled the replacement of both with faster and cheaper approaches based on high-throughput RNA sequencing (RNA-seq). Briefly, the experimental protocol involves isolation of sample RNA, optional fractionation (e.g. poly(A)* for mRNA), fragmentation and reverse transcription to cDNA, followed by sequencing\[185\]. Despite their limitations, gene expression microarrays are still commonly used, with mature computational methods available for associated pre-processing, normalisation\[220\] and differential expression analysis\[221,222\].

Apart from already-mentioned benefits of NGS-based approaches, one particular to RNA-seq is non-reliance on existing genomic sequence, and tools such as Velvet\[223\] and Trans-ABySS\[224\] have been applied to the task of de novo transcriptome assembly. There are also programs for the easier task of genome-guided transcriptome reconstruc-
tion, allowing for the discovery of novel transcripts, splice junctions and RNA sequence variations (SNPs)\[185\]. In this case it is necessary to use spliced read aligners (allowing gaps) and, optionally, paired-end reads – where both ends of the isolated fragments are sequenced – to improve alignment results. An example computational workflow for transcriptome reference-based quantification and differential expression analysis is outlined in the following subsection, which is relevant if comprehensive transcript sequences are already available.

1.5.3.1 Differential expression analysis with RNA-seq

Following FASTQ quality assessment (see Section 1.5.2.1), RNA-seq reads are aligned to transcriptome cDNA sequences, either independently obtained (e.g. Ensembl) or assembled from the data itself. The result is a list of read counts per transcript, but two sources of unwanted variation need to be addressed before comparisons can be made between genes and across experiments: (i) longer transcripts, when sonicated, generate more RNA/cDNA fragments (and therefore reads) than shorter transcripts, even when expressed at identical levels and (ii) read counts are directly related to the total number of sequences per lane/sample. Normalisation using the fragments per kilobase (kb) of transcript per million mapped reads/read-pairs (FPKM) measure accounts for both of these factors\[219\]. Reads mapping equally well to multiple transcripts, or multi-mapping reads, represent a particular challenge to RNA-seq data analysis due to the identity, or similarity, of transcripts originating from paralogs or different isoforms of the same gene. Initial methods either discarded these entirely or assigned reads mapping to multiple locations proportionally according to uniquely mapping reads. However, more sophisticated probabilistic approaches, like those provided by MMSEQ\[225\], RSEM\[226\] and Cufflinks\[227\], are needed to resolve cases of overlapping features i.e. transcript isoforms sharing exonic sequence. Count equivalents of the normalised and deconvoluted expression estimates can then be compared across replicate experiments using EdgeR\[216\] or DESeq\[217\] at the transcript or gene (aggregate) level to determine differentially expressed transcripts or genes respectively (see Section 1.5.2.1).
1.5.4 Chromatin conformation assays

Initial studies of nuclear architecture were carried out using DNA or RNA FISH, which is a low-throughput and low resolution approach based on fluorescence microscopy, only allowing the visualisation of a handful of sites in individual cells\textsuperscript{[228]}. However, recently developed molecular techniques based on 3C enable quantitative measurements of chromatin contacts present in a population of cells, providing average maps of chromosome folding at up to kilobase resolution\textsuperscript{[87]}. The classical 3C assay starts by fixing cells with formaldehyde to covalently link interacting loci (Figure 1.9A). This is followed by restriction enzyme digestion and ligation of fragment ends, favouring those within the same cross-linked complex which are in close spatial proximity. Single hybrid DNA molecules, representing interactions of interest, are then detected using locus-specific PCR\textsuperscript{[229]} (Figure 1.9B).

All other 3C-based assays use the same basic principle but differ mainly in throughput. Chromosome conformation capture-on-chip\textsuperscript{[230,231]} (4C), or circular 3C\textsuperscript{[232]}, uses inverse PCR to selectively amplify fragments interacting with a single locus (Figure 1.9B), which are then identified by microarray analysis or NGS\textsuperscript{[233]} (4C-seq). The result is a high resolution genome-wide profile of contacts involving the selected “bait” region (one-to-all). 3C-carbon copy\textsuperscript{[234]} (5C) uses multiplexed ligation-mediated amplification (LMA) to quantify many pairs of interactions in parallel (many-to-many, Figure 1.9B). However, the number of primers that would be needed for simultaneous interrogation of all restriction fragments in the genome prohibits a global 5C experiment.

Hi-C was developed to address the need for an unbiased genome-wide chromatin conformation assay\textsuperscript{[22]} (all-to-all). In this technique, biotin labelling of restriction fragment ends before ligation enables the selection and subsequent paired-end sequencing of sheared DNA possessing a ligation junction i.e. hybrid molecules (Figure 1.9B). Other genome-wide adaptations of the 3C approach include chromatin interaction analysis by paired-end tag sequencing\textsuperscript{[168]} (ChIA-PET), which uses an IP step to enrich for interactions involving a particular protein of interest.
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Figure 1.9: 3C-based methods to assay chromatin conformation. (A) The general scheme common to all methods consists of ligating cross-linked chromatin fragments thereby capturing information about originally proximal genomic regions. (B) Various 3C-based methods arranged according to throughput (from left to right). Figure adapted from Dekker et al.\[^{87}\]
1.5.4.1 Hi-C data analysis

The result of a Hi-C experiment is on the order of hundreds of millions of paired-end reads each potentially representing a single ligation event. The computational analysis and visualisation of Hi-C data poses a number of unique challenges related to the sheer volume and dimensionality of data generated due to the all-to-all nature of the assay. Steps common to all workflows include raw read pre-processing, mapping and filtering to obtain valid pairs representing putative chromatin interactions. However, there is currently no consensus regarding subsequent normalisation and analysis techniques, and the choice of which likely depends on the particular biological question at hand.

As each read in a pair originates from a distinct genomic locus, they are aligned to the reference genome independently using a standard single-end short-read mapping tool, like Bowtie or BWA, and merged for downstream processing. Depending on the level of sonication and the length of the reads, some sequences may contain the ligation junction itself (5’-AAGCTAGCTT-3’ in the case of HindIII), which can be removed by corresponding read truncation to improve mapping efficiency. This is the approach taken by HiCUP and HOMER[89,235], both publicly available software packages for Hi-C data pre-processing and analysis. An alternative iterative mapping technique is provided by the hiclib pipeline[236], which takes a “trial and error” approach where reads are repeatedly trimmed by 5 bp until a unique alignment is obtained. After mapping, reads are filtered to remove invalid pairs such as those representing self-ligations (self circles), unligated fragments (dangling ends) or inferred fragment lengths outside the selected size range.

By dividing the genome into bins – typically sized between 100 kb and 1 Mb – the filtered Hi-C data can be visualised as a two-dimensional symmetrical matrix, or heatmap, where the value/intensity in each cell corresponds to the number of read pairs linking loci represented by row and column indices (Figure 1.5). Such heatmaps of “raw” Hi-C data reveal the striking dependence of contact frequency on interaction distance i.e. the vast majority of read pairs represent proximal interactions close to the matrix diagonal. When averaged over all loci in the genome, this characteristic length relationship shows 100-fold differences in intra-chromosomal contact frequencies, with power-law scaling between distances of 0.7 Mb and 10 Mb[22,87]. Another important source of variation is locus-specific read depth related to sequencing and other technical biases. Taking both of these factors into account, HOMER defines the expected
number of Hi-C reads in each cell as a function of estimated region-specific totals and interaction distance\textsuperscript{[89,235]}. An approximate solution to the set of nonlinear equations is then obtained using an iterative hill climbing optimisation technique, resulting in a matrix of expected reads, termed the background model, with row and column totals very close to that of the observed data. Normalised matrices are obtained by dividing the observed Hi-C matrices by their corresponding background models.

An alternative normalisation approach specifically models technical biases affecting contacts at the restriction fragment level (mappability, fragment length and GC content) and combines the estimated parameters into a single correction factor per fragment pair\textsuperscript{[237]}. A third related, but less computationally expensive, method is used in iterative correction and eigenvector decomposition (ICE), which operates on binned data yet produces comparable normalised Hi-C maps\textsuperscript{[236]}. Importantly, these two latter methods leave the distance-dependent relationship intrinsic to Hi-C data intact.

Principle components analysis (PCA) is a mathematical technique useful for transforming high-dimensional datasets into a set of orthogonal “meta-variables” (principle components) ranked by explained variance (highest to lowest). Performing PCA on a normalised Hi-C matrix and considering the first principle component (PC1) is a way to summarise the complex and difficult to interpret contact matrix into a one-dimensional vector where each value corresponds to the “connectivity” of each position (or bin) in the genome i.e. loci with similar PC1 values show broadly similar genome-wide contact profiles. The method of thresholding on PC1, termed eigenvector analysis of chromosomal organisation\textsuperscript{[22,236]}, is used to classify the genome into one of two compartments, which tend to show distinct patterns of transcriptional activity (see Section 1.1.2.4).

Apart from exploring global properties of chromatin architecture, another goal in Hi-C data analysis is to discover significant looping interactions between genomic regions. HOMER uses the binomial distribution to model the number of Hi-C reads linking two loci (successes) out of those available (combined region-specific totals). Using the background model to calculate the probability of success, significant departure from the expected number of reads can be determined using a binomial test\textsuperscript{[89,235]}.

Finally, although probing chromatin interactions between individual genomic features such as TF binding events is intractable with current Hi-C methods, an approach
called structured interaction matrix analysis (SIMA) has been developed, which pools information across many such sites thereby boosting the effective resolution. Briefly, SIMA counts the number of Hi-C reads connecting features of interest within a pair of predefined genomic domains, normalises by the expected count provided by the background model and determines significance based on a randomisation test i.e. shuffling feature positions many times. In this way, it is possible to determine whether particular features (e.g. CTCF sites), or feature pairs (e.g. promoters and enhancers), are enriched for chromatin interactions, possibly suggesting a role in facilitating particular 3D topologies (see Section 3.3.5).
Chapter 2

Cohesin regulates tissue-specific expression by stabilising highly occupied cis-regulatory modules

2.1 Summary

The cohesin protein complex contributes to transcriptional regulation in a CTCF-independent manner by colocalising with master regulators at tissue-specific loci. The regulation of transcription involves the concerted action of multiple transcription factors (TFs) and cohesin’s role in this context of combinatorial TF binding has not been previously explored. To investigate cohesin-non-CTCF (CNC) binding events in vivo we mapped cohesin and CTCF, as well as a collection of tissue-specific and ubiquitous transcriptional regulators, using ChIP-seq in primary mouse liver. We observe a positive correlation between the number of distinct TFs bound and the presence of CNC sites. In contrast to regions of the genome where cohesin and CTCF colocalise, CNC sites coincide with the binding of master regulators and enhancer-markers and are significantly associated with liver-specific expressed genes. We also show that cohesin presence partially explains the commonly observed discrepancy between TF motif score and ChIP signal. Evidence from these statistical analyses in wild type cells, and comparisons to maps of TF binding in Rad21-cohesin haploinsufficient mouse liver, suggests that cohesin helps to stabilise large protein-DNA complexes. Finally, we observe that the presence of mirrored CTCF binding events at promoters and their nearby
cohesin-bound enhancers is associated with elevated expression levels.

This study is the result of a collaboration between Dr. Duncan Odom’s laboratory at the Cancer Research UK Cambridge Institute and Dr. Paul Flicek’s research group at the EMBL European Bioinformatics Institute. Dr. Dominic Schmidt performed most of the experiments for this project and I carried out the computational analysis, except where otherwise specified. This chapter is based on a paper that has recently been published in Genome Research and is adapted here with the publisher’s permission.

2.2 Introduction

There is increasing evidence to suggest that changes in higher-order genome structure and subnuclear chromatin localisation are crucial for lineage specification and temporal/tissue-specific transcriptional regulation. In view of CTCF’s involvement in mediating chromatin loops at specific developmentally regulated genomic loci, it has been suggested that the primary role of CTCF may be the genome-wide organisation of chromatin architecture. However, given the similarities in CTCF occupancy across different cell types, it is not clear how CTCF alone could configure the three-dimensional structure of the genome in a dynamic way. Considering that cohesin and CTCF colocalise genome-wide, it is an attractive hypothesis that cohesin contributes to this global organisational function. Indeed, mutations responsible for human cohesinopathies, such as Cornelia de Lange Syndrome, severely disrupt the subnuclear organisation of chromatin and cause aberrant nucleolar morphology when induced in budding yeast. Furthermore, studies at specific loci show that cohesin dynamically controls the spatial conformation of chromatin required for normal development and differentiation, in a cell-division independent way.

Recent research showing that cohesin occurs at cis-regulatory elements apart from CTCF and contributes to global gene expression in human cancer cell lines and mouse ES cells, implicates the widely expressed cohesin complex in tissue-specific functions. In this context, causal evidence at the Tcra locus, as well as genome-wide correlative evidence involving ER and pluripotency factors, also links cohesin to the stabilisation of long-range regulatory interactions (see Section 1.3). In order to investigate in vivo patterns of cohesin binding in depth – particularly independent of CTCF – we mapped...
both factors together with a collection of ten TFs using ChIP-seq in primary mouse liver. We collected additional data from the same tissue for several histone modifications and other functional DNA-protein interactions, providing a comprehensive map of cohesin’s role in tissue-specific transcriptional regulation. We show that this role is likely to be functionally similar across multiple tissues by demonstrating that cohesin’s presence at binding events of liver-specific TFs parallels its localisation with ES cell-specific factors. Results from the computational analysis and integration of these datasets with expression and sequence-level information provide a number of novel insights, including evidence of a potential role for cohesin in the stabilisation of highly occupied cis-regulatory modules.

2.3 Results

We performed ChIP-seq experiments in primary mouse liver with antibodies targeted to CTCF, three cohesin subunits (RAD21, STAG1 and STAG2), ten TFs (CEBPA, HNF4A, FOXA1, FOXA2, ONECUT1, HNF1A, PKNOX1, REST, GABPA, E2F4), two co-activators (EP300, CREBBP), five histone-modifications (H3K4me1, H3K4me3, H3K36me3, H3K79me2, H2AK5ac) and RNA polymerase II (RNAP2) (see Section 2.5.1).

The TFs for our analysis were chosen to include both ubiquitously expressed factors and liver-specific regulators, two of which have well-characterised evolutionary dynamics\cite{19}. We additionally profiled chromatin marks associated with active TSSs, enhancers and transcribed genes, providing a comprehensive picture of the genome function and the transcriptional regulatory network active in mouse liver cells. Figure 2.1A displays a number of key regulatory features of the data in the vicinity of the predominantly liver-specific phosphoenolpyruvate carboxykinase 1 (Pck1) gene on mouse chromosome 2, including two clusters of TFs: one immediately proximal to the TSS and another approximately 25 kb upstream of the TSS. Cohesin can be seen colocalising with CTCF as well as with clusters of TFs. These data are quantitatively and qualitatively comparable to other multi-factor experiments in other tissues\cite{241}.

After short read alignment with BWA\cite{204} and peak calling with SWEmbl (Wilder et al. in preparation) (see Section 2.5.2), we determined the overlap between sites
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Figure 2.1: Genome-wide distribution of CRMs in primary mouse liver as measured by ChIP-seq. (A) Occupancy of cohesin, CTCF, tissue-specific and ubiquitous TFs near the Pck1 gene. Cohesin colocalises with CTCF as well as with clusters of transcription factors in the absence of CTCF, one of which can be seen overlapping the TSS of the Pck1 gene. (B) Venn diagram showing CTCF and cohesin (RAD21, STAG1, STAG2) occurrence within CRMs. The pie charts indicate genomic locations of all CRMs (background), as well as those containing CTCF and CNC. The latter occur within promoter regions at a higher relative frequency compared to the other two classes.
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bound by CTCF and the cohesin subunits. As expected, the three assayed cohesin subunits show highly similar patterns of binding with peaks of the RAD21 subunit coinciding with 99% and 94% of STAG1 and STAG2 peaks respectively[167]. By defining cohesin presence as the occurrence of at least one of its subunits, we find that cohesin colocalises at the majority of CTCF sites (48,487; 87%), but is also present at a similar number of sites independently of CTCF (Figure 2.1B). We define this latter set of 46,471 cohesin binding sites as cohesin-non-CTCF (CNC) sites.

2.3.1 CTCF-independent cohesin binding is associated with master regulators and enhancers

To determine the binding partners of cohesin at both cohesin-CTCF and CNC sites, we defined a set of putative cis-regulatory modules (CRMs) by grouping together CTCF and cohesin binding events with overlapping binding events of the ten TFs, and the co-activators EP300 and CREBBP (see Section 2.5.2). The resulting CRMs have a median width of 449 bp, but vary in size depending on the number of factors present (sd = 346 bp). The comparatively broad regions of the genome associated with the histone-modifications (H3K4me1, H3K4me3, H3K36me3, H3K79me2, H2AK5ac) and RNAP2 were not used to define the CRMs themselves. Instead they were used to annotate the chromatin state of the CRMs post hoc (see Section 2.5.2).

Of the 223,890 CRMs that were identified, 43,458 (19.4%) are identified as CNC sites. These CRMs mostly occur away from annotated TSSs (77%; Figure 2.1B) and tend to coincide with the binding of master regulators, such as HNF4A (69%), and the enhancer-markers EP300 and/or CREBBP (66%). The fraction of promoter-proximal CNCs (23%) is nevertheless higher than that of CTCF (17%), and CNC-containing CRMs are significantly enriched for occurrence near TSSs when compared to all CRMs (Fisher’s Exact Test $P < 10^{-15}$; Figure 2.1B). CNC sites that occur within promoter regions ($\leq 2.5$ kb from the annotated TSS), are highly enriched for RNAP2 binding compared to cohesin-bound promoters in general (Fisher’s Exact Test $P < 10^{-15}$). These results are similar to those in Drosophila, where cohesin lacks a functional interaction with CTCF[242], but is preferentially detected at promoters of active genes[243]. Here cohesin selectively binds genes with paused RNAP2 and lacking H3K36me3, a mark associated with transcriptional elongation[244]. Although we find that cohesin is
Cohesin stabilises highly occupied CRMs associated with increased RNAP2 pausing indices in mouse liver cells (Figure 2.2A), cohesin-bound promoters are also associated with elevated expression levels and an enrichment of H3K36me3 within the gene body (Figure 2.2B, C).

Figure 2.2: Cohesin binding and RNAP2 pausing. (A) Cohesin binding within promoter regions (≤ 2.5 kb from an annotated TSS) is significantly associated with high RNAP2 pausing indices (Pindex). Pausing indices were calculated as the length normalised ratio between RNAP2 ChIP fragments mapping within 300 bp of the TSS and those mapping within the entire gene. We considered only active genes, defined as those with RNAP2 peaks overlapping their TSSs, and defined paused promoters as those having Pindex ≥ 4\cite{245}. (B) Genic H3K36me3 is significantly associated with cohesin-bound promoters genome-wide. (C) Active genes with high RNAP2 pausing indices are associated with lower levels of transcription, whereas cohesin presence at promoters is associated with elevated levels of transcription.

At cohesin sites containing CTCF, we observe a shift in the summit positions of all cohesin subunits with respect to the CTCF summit position when the orientation of the CTCF motif is taken into account (Figure 2.3A). This result is similar to recent reports for RAD21\cite{246} and supports a direct and directional biochemical interaction between cohesin and CTCF. The observed peak shift may be a result of an interaction between cohesin and a particular CTCF domain that is consistently distal to the DNA-binding region\cite{162}. The ≈ 20 bp offset of cohesin with respect to CTCF does not preclude close proximity of the proteins given that the DNase 1 footprint of CTCF can be up to 40 bp in length\cite{247}. The same directional analysis at CNC sites, however, reveals that
the position of cohesin is independent of the peak position and motif orientation of all other sequence-specific factors considered (Figure 2.3B). This demonstrates a specific cohesin-CTCF interaction that is not seen at CNC sites and suggests a different mechanism of cohesin recruitment in the absence of CTCF.

Figure 2.3: Cohesin peak shift with respect to sequence-specific factors. A significant peak shift, suggesting a direct biochemical interaction between cohesin and CTCF, is not present when compared to all other available TFs at CNCs. (A) At sites where CTCF and cohesin colocalise, we observe a shift in the summit position of all cohesin subunits (RAD21, STAG1, STAG2) with respect to the CTCF summit position when the orientation of the CTCF motif is taken into account. The grey boxplot indicates the genomic distance between summit positions of overlapping RAD21 and CTCF ChIP-seq peaks i.e. the sign of the inter-summit distance is simply a reflection of the chromosomal coordinates of the two summits (unoriented). The green boxplots indicate the genomic distance between summit positions when the orientation (strand) of the best CTCF motif match within its peak was taken into account i.e. the sign of the inter-summit distance is determined by the strand of the best CTCF motif (oriented). (B) On average, cohesin binding events exhibit no shift in summit position with respect to HNF4A, whether oriented on the strand of the best HNF4A motif match or not. Similar results were obtained using ChIP-seq data for the other nine TFs available (not shown).

To identify the primary interacting partner proteins within the CRMs, we used the within-CRM ChIP fragment count (i.e. the number of mapped ChIP reads, extended to
the estimated fragment length, overlapping the CRM) to measure the binding strength correlation between all ChIP-seq datasets. These correlations highlighted two separate modes of cohesin binding. First, a clear and distinct cluster includes all three cohesin subunits and CTCF (Figure 2.4, purple cluster). Second, cohesin subunits also correlate with tissue-specific factors including FOXA1, HNF4A and HNF1A (green cluster); TFs are not correlated with CTCF. The cohesin/TF cluster is also marked by the active histone modifications H3K4me3, H3K4me1 and H2AK5ac, as well as with the co-activators EP300 and CREBBP, suggesting that cohesin within CNC sites may play a central role in active transcriptional regulation together with a wide range of TFs.

To investigate whether the correlations between CTCF, cohesin and tissue-specific TFs are particular to liver or differentiated tissue, we performed the same analysis for a set of previously published ChIP-seq datasets from mouse ES cells\cite{169,241,248,249} (see Section 2.5.2). Although the ES cell ChIP-seq dataset contains a different collection of TFs and cohesin subunits, they show patterns highly similar to those observed in primary liver tissue (Figure 2.4). Indeed, the SMC1A and SMC3 cohesin subunits correlate with CTCF (Figure 2.5, purple cluster) while also forming a separate, distinct cluster with key regulators of stem cell identity (POU5F1, SOX2 and NANOG), components of the mediator complex, and RNAP2 (Figure 2.5, green cluster). The cohesin loading factor is absent from the SMC1A/SMC3/CTCF cluster, which is consistent with previous observations of NIPBL’s preferential association with CNC sites and supports the idea of a different mechanism of cohesin recruitment in the absence of CTCF\cite{169}. Interestingly, CNC sites share a number of characteristics with recently discovered “super-enhancers”\cite{250,251} or “stretch enhancers”\cite{252}, which are defined as dense clusters of enhancers with particularly high ChIP signals for cell-type-specific master transcription factors and components of the mediator complex. Indeed, the vast majority of super-enhancers in mouse ES cells coincide with a CNC (219, 95%) and most possess at least two (170, 74%). Conversely, less than half of super-enhancers overlap CTCF binding events (109, 47%). These findings are consistent with recent results showing an enrichment of NIPBL, cohesin and condensin at super-enhancers\cite{253}. Overall, cohesin shows two separate modes of binding that have minimal overlap in two transcriptionally divergent and phenotypically distinct mouse tissues: (i) either with CTCF and showing minimal signs of transcriptional activity, or (ii) with clusters of tissue-specific TFs showing hallmarks of transcriptional activation.
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Figure 2.4: Within-CRM binding correlations reveal distinct modes of cohesin binding in mouse liver cells. The number of ChIP fragments (mapped reads extended to the estimated fragment length) overlapping a given CRM was used as a measure of binding strength for each dataset. Factors were clustered along both axes based on the similarity in their colocalisation profiles. Heatmap visualisation of all pair-wise correlations between all ChIP-seq datasets in mouse liver cells illustrates cohesin subunits (RAD21, STAG1, STAG2) clustered with CTCF. Cohesin also correlates with key tissue-specific TFs (FOXA1, HNF4A and HNF1A) independently of CTCF as well as with histone modifications associated with transcriptional activity (H3K4me1, H3K4me3, H2AK5ac) and co-activators (EP300 and CREBBP). Similar results were obtained by performing the correlation analysis separately on CRMs with CNC and CTCF (not shown).
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Figure 2.5: Within-CRM binding correlations reveal distinct modes of cohesin binding in mouse ES cells (see Figure 2.4). All pair-wise correlations between previously published ChIP-seq datasets in mouse ES cells. Cohesin binding strength (SMC1A, SMC3) correlates with CTCF while also forming a distinct cluster with key regulators of stem cell identity (POU5F1, SOX2, NANOG, MYC), components of the mediator complex, as well as RNAP2.
2.3.2 CNC sites occur preferentially at multiply-bound cis-regulatory modules (CRMs)

To understand the genomic properties of the identified CRMs, we grouped them into similar clusters based either on the normalised ChIP enrichment or binary presence/absence of the sequence-specific factors using two different clustering methods (K-means and AutoClass) (see Section 2.5.2). A primary difference between these two clustering methods is that K-means requires the number of clusters to be defined a priori, whereas AutoClass uses a Bayesian probabilistic approach to automatically optimise the properties of each cluster (as well as the number of clusters) to achieve the best separation. Because the overall clustering results were similar between the two methods, we focused our analysis on the results from K-means (with $K = 10$) for ease of interpretation (Figure 2.6). See Section 2.5.2 for a justification of the choice of $K$ and Figure 2.7 for results obtained using AutoClass.

The ten clusters totalling 210,067 CRMs, are visualised in Figure 2.6, sorted from left to right by the fraction of CNC-containing CRMs in a given cluster. CRMs with CTCF form a large, distinct cluster at the extreme left (cluster 10; 41,368 CRMs). Most CRMs without CTCF fall into three large groups (clusters 7-9; 102,091 CRMs) with an average of less than two sequence-specific factors (singleton CRMs). The remaining six clusters (66,608 CRMs) have increasing numbers of colocalising TFs, with almost all possessing either HNF4A, FOXA1 or FOXA2 (99%) and nearly half (48%) possessing all three of these factors. Furthermore, these six clusters all show a distinct pattern of chromatin state. For example, compared with singleton CRMs, clusters 1-3 are more strongly enriched for RNAP2, EP300/CREBBP and H3K4me1 ($P < 10^{-15}$), indicating that these clusters are likely to contain active enhancers.

Ranking the CRM clusters by the proportion of CNC sites in each cluster, we observe a strong positive correlation between the average number of distinct TFs present and CNC presence (Spearman’s $\rho = 0.95$, $P < 10^{-15}$). In other words CNC sites occur preferentially at multiply-bound CRMs. The most highly bound cluster of CRMs (cluster 1) is also enriched for well conserved TF binding events$^{[19]}$ compared to the remaining clusters, including CEBPA binding events shared in five species from chicken to human (Fisher’s Exact Test $P = 10^{-10}$) and HNF4A binding events shared in human, mouse and dog (Fisher’s Exact Test $P < 10^{-15}$). Taken together, these observations
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Figure 2.6: Cohesin-non-CTCF (CNC) binding occurs preferentially at multiply-bound CRMs. (A) Results from K-means clustering ($K = 10$) of the binary presence/absence of ChIP-seq peaks corresponding to the eleven sequence-specific factors within 210,067 CRMs containing at least one of these factors. Factors were clustered based on the similarity in their binary occupancy profiles. The clusters were indexed and sorted by the proportion of CRMs with CNC in each cluster (increasing from left to right). (B) The binary presence/absence of ChIP-seq peaks for various chromatin features (non-sequence-specific factors and histone modifications), visualised according to the K-means results in A. Genomic location with respect promoters ($\leq 2.5$ kb from an annotated TSS), exons, introns, and gene distal regions, is also indicated. The proportion of CRMs with CNC sites in each cluster is indicated at bottom (increasing from left to right). (C) Barplot indicating the mean number of distinct TFs within each CRM cluster. Bar widths correspond to the number of CRMs within each cluster.
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Figure 2.7: AutoClass CRM clustering results. (A) Results obtained using the AutoClass clustering tool applied to the normalised ChIP enrichment of the eleven sequence-specific factors within 210,067 CRMs, containing ChIP-seq peaks for at least one of these factors. We filtered the clustering results to retain only 142,157 CRMs with class membership posterior probabilities ≥ 0.5 and combined clusters with high correlation (r > 0.9) between their median ChIP enrichment profiles. The binary presence/absence of ChIP-seq peaks is displayed instead of the ChIP enrichment score in order to aid visualisation and for consistency with Figure 2.6. The heatmap was clustered along the ordinate based on the similarity of their binary occupancy profiles. The clusters were indexed and sorted along the abscissa by the proportion of CRMs with CNC in each cluster (increasing from left to right). (B) The binary presence/absence of ChIP-seq peaks for various chromatin features (non-sequence-specific factors and histone modifications), visualised according to the AutoClass results in A. Genomic location with respect to promoters (≤ 2.5 kb from an annotated TSS), exons (overlap with an exon but not a promoter), introns (overlap with a gene but neither an exon nor a promoter), and gene distal regions (elsewhere), is also indicated. The proportion of CRMs with CNC in each cluster is indicated at bottom (increasing from left to right). (C) Barplot indicating the mean number of TFs within each CRM cluster. Bar widths correspond to the number of CRMs within each cluster.
suggest a role for cohesin in integrating regulatory information from multiple TFs and
stabilising the binding of large multi-protein complexes to cis-regulatory sequences.

2.3.3 CNC presence is associated with liver-specific gene expression

Results from the unsupervised clustering analysis suggested that there might be a di-
rect correlation between the number of TFs bound within a CRM, CNC presence, and
the transcriptional activity of the genomic regions. By explicitly grouping CRMs into
classes based purely on the number of distinct TFs present, we see that the propor-
tion of CNC-containing CRMs significantly correlates with the number of bound TFs
(Spearman’s $\rho = 0.89$, $P = 10^{-3}$), whereas CTCF shows no significant correlation
(Spearman’s $\rho = 0.49$, $P = 0.13$). Indeed, almost two thirds (62%) of highly occupied
CRMs, defined as containing five or more TFs, possess CNC sites. The ratio of CNC-
to CTCF-containing CRMs (CNC enrichment) is 0.2 when zero TFs are present, but
reaches a maximum of three-fold at seven TFs before returning to equivalence at ten
TFs (Figure 2.8A). The proportion of promoter proximal CRMs ($\leq 2.5$ kb from an
notated TSS) is also correlated with the number of distinct TFs present (Spearman’s
$\rho = 0.95$, $P < 10^{-15}$), but in contrast to CNC enrichment that peaks at seven TFs,
the proportion of both RNAP2 and H3K4me3 increase monotonically from 0-10 TFs
(Figure 2.8B). Other signs of transcriptional active chromatin, such as the presence
of the coactivators EP300/CREBBP, show a similar consistently increasing trend from
1-10 TFs (not shown).

We next asked how these CRM occupancy patterns may be related to transcriptional output by assigning CRMs to their nearest canonical TSSs and using mouse liver
expression data obtained by replicate RNA-seq experiments\cite{254} (see Section 2.5.2). In
addition, we identified 107 genes that are significantly up-regulated in mouse liver\cite{255}. Median gene expression of CRM-associated genes increases when more than six TFs are
present (Figure 2.8B); however only CRMs with between six and nine TFs are signifi-
cantly enriched for the 107 genes significantly up-regulated in mouse liver cells (Figure
2.8A) (Fisher’s Exact Test $P < 0.01$)\cite{255}. Strikingly, the peak of enrichment for tissue-
specific genes at seven TFs coincides precisely with the peak in CNC enrichment at
seven TFs. The three-way correspondence between liver-specific gene expression, CRM
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Figure 2.8: CNC sites are associated with liver-specific gene expression. (A) Ratio of CNC-containing CRMs versus those with CTCF (log fold change), for CRM classes with 0-10 TFs. Each class of CRMs was also tested for association with 107 genes significantly up-regulated in mouse liver cells (see Methods). The significance of the association (negative-log-transformed Fisher’s exact test P-values) are indicated. *P < 0.01; **P < 0.001. The enrichment of CNC-containing CRMs reaches three-fold when seven TFs are present and coincides with highly significant enrichment for an association with liver-specific gene expression for the same class. (B) CRMs with high numbers of colocalising TFs are associated with increased promoter proximity (≤ 2.5 kb from an annotated TSS), and characteristics of transcriptional activity (RNAP2 and H3K4me3 ChIP-seq peaks). Likewise, the associated absolute gene expression value increases significantly with the number of bound TFs. Error bars indicate the 95% confidence interval of the median.
occupancy and CNC sites, provides further evidence of cohesin’s CTCF-independent transcriptional regulatory role at regions where multiple TFs assemble to effect tissue-specific expression.

2.3.4 Maximally occupied CRMs show similar properties to HOT regions

A total of 34 CRMs contain all ten assayed TFs. These regions have similar characteristics to recently identified high occupancy target (HOT) regions\textsuperscript{[256,257,258]}. These CRMs have high ChIP signal for all of the ten TFs, are highly enriched in promoter-proximal regions (Fisher’s Exact Test $P = 10^{-13}$) and are associated with genes having high absolute expression value – yet none of these are liver-specific genes. However, due to the low number of CRMs with all ten factors, the confidence intervals for the expression value are large.

The group of genes associated with these HOT regions includes \textit{Polr2a}, which encodes the largest subunit of the RNA polymerase II complex, and \textit{Ccnl1} a gene whose product (cyclin L1) participates in the regulation of the pre-mRNA splicing process\textsuperscript{[259]}. Another gene with a nearby HOT region, \textit{Grf1}, encodes a transcription factor that binds to the promoter region of the glucocorticoid receptor (\textit{Nr3c1}), a gene that is expressed in almost all cell types\textsuperscript{[260]}.

These observations support the idea that HOT regions tend to occur near genes with house-keeping functions and consist of constitutively open chromatin\textsuperscript{[257]}. Although the number of TFs in this study is limited, and many of those that were included have tissue-specific functions, these are the first HOT regions to be identified in vertebrates with similar properties to those described in the model organisms \textit{D. melanogaster} and \textit{C. elegans}. 
2.3.5 Cohesin intensity explains disparities between motif score and ChIP signal

The resolution of ChIP-seq data lends itself to the problem of finding TF binding site motifs as the actual binding site is typically within ≈ 50 bp of the peak summit. Nonetheless, the presence of the canonical motif usually explains only a fraction of the original ChIP-seq peaks\textsuperscript{[261]}. Although the proportion of peaks with a motif match is dependent on the chosen score threshold, some ChIP-positive sequence regions have no recognisable similarity to the canonical motif\textsuperscript{[262, 263]}. Furthermore, quantitative TF binding, as measured by either ChIP-chip or ChIP-seq enrichment, is only weakly correlated with motif strength, as measured by the PWM log-odds score\textsuperscript{[19, 264]}.

In order to investigate these phenomena, we asked whether there was an unexpected correlation between a given factor’s motif score and another factor’s ChIP signal, within our identified CRMs. Briefly, for each sequence-specific factor, we first determined the PWM score of the best motif match within each corresponding peak. We then compared this motif score to the ChIP signal of all other datasets within CRMs containing that peak. Similarly, motif score correlations were calculated for the occupancy count (i.e. the number of distinct TFs present) and the distance to the nearest canonical TSS (Figure 2.9A).

As expected due to their roles at the core promoter, high motif scores for both GABPA and E2F4 are most associated with H3K4me3 ChIP signal and tend to occur near to annotated TSSs\textsuperscript{[265]}. In addition, CRM occupancy count is anti-correlated with motif scores of all factors except E2F4, indicating that when TFs occur in the absence of other potential binding partners, their binding is more likely to coincide with a high-scoring motif match. However, for only four out of the eleven sequence-specific factors we tested, the factor’s motif score is most strongly correlated with its own ChIP signal. In fact, the strength of motif score for four different factors (ONECUT1, FOXA1, FOXA2 and HNF4A) is most strongly associated with HNF4A ChIP signal.

Interestingly, cohesin ChIP signal is also anti-correlated with motif scores of all assayed factors except CTCF (Spearman’s $\rho = 0.11$) and E2F4 (Spearman’s $\rho = 0.13$); in other words, stronger cohesin binding is associated with lower-quality motif matches for co-bound TFs. The two exceptions to this rule, i.e. positive correlations with E2F4
Figure 2.9: Cohesin ChIP signal is significantly associated with TF motif score. (A) Cartoon heatmap representation of correlations between each sequence-specific factor’s motif score and the ChIP signal of all available ChIP-seq datasets. Correlations with CRM occupancy (number of distinct TFs present) and promoter proximity (distance to the nearest canonical TSS) are also shown. For each factor, the motif score correlation was calculated on the set of CRMs that contained a ChIP-seq peak for the same factor. Correlations with cohesin and coactivator ChIP signal were averaged over subunits (RAD21, STAG1, STAG2) and family members (EP300, CREBBP) respectively. Heatmap rows were ordered by increasing correlation with cohesin ChIP signal (from top to bottom). As a visual summary, only the highest- and lowest-ranking correlations involving TFs are shown. (B) Increased cohesin ChIP signal at TF binding events without motifs. For each sequence-specific factor, the number of cohesin ChIP fragments within CRMs without high-scoring motifs was compared to that of CRMs with motifs. 95% confidence intervals shown are based on a normal approximation of the HodgesLehmann estimate (median of all possible differences).
Cohesin stabilises highly occupied CRMs and CTCF, are unsurprising since strong E2F4 motifs and binding are found in highly occupied CRMs and CTCF binding has previously been shown to correlate well with motif quality and there is evidence that CTCF recruits cohesin to sites where they co-occur\[^{[160]}\]. For all other factors, stronger cohesin ChIP signals are associated with lower motif scores, particularly for the ONECUT1 motif (Spearman’s $\rho = -0.5$) and CEBPA motif (Spearman’s $\rho = -0.38$).

We also compared levels of cohesin ChIP signal between explicit groups of CRMs: those with, and those without high-scoring motifs according to a minimum PWM score threshold. For all sequence-specific factors except CTCF and E2F4, we observe higher levels of cohesin in the absence of high-scoring motifs (Figure 2.9B).

To determine whether cohesin presence could help to explain the discrepancy between TF ChIP signal and motif score, we trained logistic regression classifiers to predict the presence of high-scoring motifs for each sequence-specific factor, with and without cohesin ChIP signal information. For ONECUT1, CEBPA, HNF1A, PKNOX1, FOXA1, FOXA2, REST and E2F4, cohesin ChIP information markedly improved the performance of the classifier. For GABPA, HNF4A and CTCF there is minimal improvement in performance with the inclusion of cohesin in the model (Figure 2.10). These results suggest that cohesin presence is able to partially decouple ChIP signal from motif score for a significant number of TFs including those that are often found at enhancer elements.

### 2.3.6 ONECUT1 ChIP signal is reduced at weak motifs in heterozygous Rad21\(^{+/−}\) mouse liver cells

In order to determine whether cohesin plays an active role in the binding of TFs to their target sequences, particularly in the absence of high-scoring motifs, we used liver tissue from mice with only one functional allele of the $Rad21$ gene. Homozygous knockouts of $Rad21$ are lethal early in embryogenesis suggesting that at least one wild type $Rad21$ allele is essential for normal development in mammals. Although heterozygous $Rad21^{+/−}$ mice are viable, they possess a number of defects including hypersensitivity to ionising radiation and impaired DNA repair capacity\[^{[210]}\]. To confirm that the level of cohesin binding is reduced and to determine whether TF binding is consequently affected, we
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Figure 2.10: Performance results of all motif classifiers. Ten-fold cross-validation performance results of classifiers trained to predict the presence of high-scoring motif matches using the same factor’s ChIP signal with (solid green curve) and without (solid black curve) cohesin ChIP signal information (see inset Legend). Positive deviation from the dashed black line indicates performance exceeding that expected by a random classifier (i.e. area under the curve, $AUC = 0.5$).
mapped RAD21, ONECUT1, CEBPA and HNF4A in heterozygous $Rad21^{+/−}$ mouse liver cells using ChIP-seq.

The total number of binding events for all TFs is reduced in heterozygous $Rad21^{+/−}$ cells (ONECUT1 45%, CEBPA 63%, HNF4A 18%) and, as expected, the reduction is most severe for RAD21 (14%). 78,625 CRMs lose RAD21 binding according to the absence of an overlapping peak in heterozygous $Rad21^{+/−}$ cells. We focus the remainder of our analysis on these sites. In terms of peak loss, CRMs without high-scoring motifs are enriched for binding events lost in heterozygous $Rad21^{+/−}$ cells (responsive binding events) for all three assayed TFs (CEBPA odds ratio: 2.6, HNF4A odds ratio: 5.3, ONECUT1 odds ratio: 5.6; Fisher’s Exact Test $P < 10^{−15}$). We also performed statistically robust differential binding analysis on replicate ONECUT1 and CEBPA ChIP-seq data in order to determine ChIP signal differences between wild type and heterozygous $Rad21^{+/−}$ cells (see Section 2.5.2). Similar to the results from the peak-level analysis, CRMs exhibiting significantly reduced ONECUT1 ChIP signal in mutant cells are enriched for ONECUT1 peaks without high-scoring motifs (Fisher’s Exact Test $P = 10^{−4}$; Figure 2.11B). However differential binding analysis for CEBPA revealed no significant differences in ChIP signal.

Interestingly, promoter-proximal CRMs tend to be associated with both reduced ONECUT1 motif scores (Figure 2.9A) and $Rad21^{+/−}$ responsive ONECUT1 binding events (Fisher’s Exact Test $P < 10^{−15}$). This suggests that cohesin may help to stabilise the binding of ONECUT1 near promoters in particular. One such region is shown in Figure 2.11A overlapping the BC031353 promoter, where all but one of the remaining ONECUT1-containing CRMs displayed retain ONECUT1 binding in heterozygous $Rad21^{+/−}$ cells (resistant binding events). Note that a high-scoring motif is absent from the $Rad21^{+/−}$ responsive ONECUT1 binding event overlapping the TSS, although the effect on BC031353 expression was not assessed.
Figure 2.11: ONECUT1 ChIP-seq in heterozygous Rad21+/− mouse liver cells reveals preferential loss of TF binding events at sites without motifs. (A) Sample region near the BC031353 gene showing overall reduction in RAD21 ChIP signal in heterozygous Rad21+/− cells (responsive RAD21) and associated significant reduction in ONECUT1 ChIP signal within two CRMs (responsive ONECUT1). The ONECUT1 binding event overlapping the TSS contains no ONECUT1 motif. (B) WT ONECUT1 CRMs without motifs show a preferential decrease in ChIP signal (FDR < 0.1) in heterozygous Rad21+/− mouse liver cells (Fisher’s Exact Test \( P = 10^{-4} \)). Regions of interest (ROI) are those CRMs where RAD21 binding was ablated in heterozygous Rad21+/− mouse liver cells (responsive RAD21).
2.3.7 Mirrored binding of CTCF near transcription start sites and cohesin-bound enhancers is associated with elevated expression levels

Cohesin has been shown to be crucial for two distinct types of chromatin interactions: (i) looping between individual CTCF binding events\cite{163,164,165,166} and, (ii) interactions between promoters and CNC-containing enhancers\cite{167,169,170}. Reports of long-range chromatin looping mediated by CTCF have suggested that CTCF may influence transcription by facilitating enhancer-promoter interactions\cite{266}. In this model, interactions between promoter-proximal and distal CTCF binding events connect enhancers to their target genes by looping out the intervening DNA, thereby reducing the effective distance and increasing the probability of interactions between linearly distant genomic regulatory regions.

We therefore searched for genes where this configuration has the potential to occur i.e. genes with CTCF/cohesin binding events both nearby the TSS and proximal to their associated enhancers (Figure 2.12B). If these consistent binding patterns have biological relevance, we expect their presence to be associated with increased expression levels of the corresponding genes. To test this, we first compiled a list of putative liver-specific enhancers, defined as CRMs more than 5 kb from their nearest canonical TSS that possess (i) a CNC site, (ii) the liver master regulator HNF4A, (iii) the EP300 enhancer marker, and (iv) the histone signature H3K4me1, but (v) not H3K4me3. In the absence of high resolution chromatin conformation data that could be used to infer enhancer-promoter pairs, we then assigned each identified enhancer to the nearest gene based on distance to the TSS, such that each enhancer is assigned to only one gene.

Of the 5,364 genes with nearby enhancers as defined above, 532 genes have CTCF binding events both 2.5 kb from the TSS and nearby their enhancers (\(\leq 2.5\) kb). Indeed, these genes have significantly greater expression values than genes with CTCF binding near the TSS but not nearby their enhancers, or vice-versa (Figure 2.12A, Mann-Whitney U Test \(P < 10^{-3}\)).
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Figure 2.12: Simultaneous CTCF binding within promoters and nearby enhancers is associated with elevated expression levels. (A) Violin plots showing gene expression distributions. Genes with CTCF binding events both within their promoters and nearby their associated enhancers, show significantly elevated expression levels over those of the other three indicated classes (Mann-Whitney U test $P < 10^{-3}$). (B) Sample region near the liver-expressed Agxt gene, where CTCF binds within the core promoter, as well as near putative upstream cohesin-bound enhancers. Note that while CTCF is absent from the enhancers (CNC), it co-binds with HNF4A and EP300 within the Agxt promoter.
2.4 Discussion

Cohesin has multiple, vital functions in mammalian cells including well-established roles in sister chromatid segregation in mitosis and meiosis. Recent results have implicated cohesin in the regulation of gene expression. Because cohesin has no known DNA binding domain, the mechanism of this transcriptional regulation is assumed to arise from cohesin’s ability to stabilise higher-order chromatin structure through interactions with chromatin organisation proteins such as CTCF\(^{[163,165]}\). We and others have shown that cohesin plays a role in tissue-specific transcriptional regulation and that this role is at least partially characterised by CTCF-independent cohesin localisation with master regulators in several tissues. To better understand cohesin’s contribution to gene regulation, we collected genome-wide localisation data of 10 TFs, several histone modifications and other functional DNA-protein interactions in primary mouse liver. These data provide a comprehensive map of cohesin’s two known roles: one associated with CTCF and another CTCF-independent role in tissue-specific transcriptional regulation. We show that these roles are functionally similar across multiple tissues, by demonstrating that cohesin’s presence at binding events of liver-specific TFs mirrors its localisation with ES cell-specific factors.

To further characterise cohesin’s tissue-specific regulatory role, we focussed on the properties of cohesin-non-CTCF (CNC) sites. By clustering the binding patterns of sequence-specific factors within CRMs and ranking these clusters by the fraction that overlap CNC sites, we demonstrate that CNC sites occur preferentially at CRMs containing multiple TFs and are less likely to be found at CRMs with singleton binding events that represent the majority of regions bound by any given factor. The class of CRMs with the most TFs is also highly enriched for binding events that are persistent across hundreds of millions of years of evolution\(^{[19]}\), suggesting that the conservation of these events – and possibly those of other tissue-specific TFs – is attributable to their highly bound state and putative functional context. However, only 5% of the CRMs in the maximally occupied cluster have a deeply shared binding event (i.e. five-species CEBPA or three-species HNF4A). Thus, the colocalisation of a large number of TFs does not mean, a priori, that a binding event will be invariant over evolutionary time.

We observe a striking relationship between CNC enrichment and liver-specific gene expression for CRMs with submaximal numbers of distinct TFs bound. In particular,
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CRMs with between six and eight of our assayed TFs are more than twice as likely to possess CNC sites than CTCF, and are also the most highly enriched for liver-specific gene expression. Although both CNC enrichment and association with liver-specific expression peaks when CRMs have seven TFs, we find no evidence in the mouse ES cell data that this is a (just right) “goldilocks” number of TFs. However our results in mouse liver are consistent with previous research in other species showing that regions with low-to-moderate numbers of transcription factors are most significantly enriched for annotated enhancers and signs of active transcriptional regulation\[258\]. Therefore, although the distribution of tissue-specific and ubiquitous factors is different in the ES cell experiments, this does not rule out the attractive hypothesis that a specific and relatively small number of TFs binding together and stabilised by cohesin is a fundamental characteristic of mammalian tissue-specific gene regulation.

Intriguingly, the most highly occupied CRMs containing all ten of our assayed TFs are neither associated with liver-specific genes nor CNC enrichment. Instead these regions seem to be nearby constitutively active genes and have characteristics that are similar to recently described HOT regions\[256,257,258\]. To our knowledge these are the first HOT regions to be described in vertebrates.

The DNA sequence preferences of TFs are typically described using position weight matrices (PWMs), and referred to as binding site motifs. These motifs remain a challenge to discover computationally despite the large number of de novo motif discovery algorithms that have been developed to infer these sequence preferences\[267\]. Previous results have demonstrated that while ChIP-seq data is useful for identifying the specific regions of the genome bound by a given TF, there remains a subset of binding events with either weak or non-existent motif matches. This lack of a clear relationship between DNA sequence content and TF recruitment has been described as a result of indirect or cooperative binding and recent approaches tailored specifically to ChIP-seq data have subsequently focussed on finding these candidate co-factors\[268\].

Using both computational and experimental methods, we show that the presence of cohesin likely explains the inverse relationship between ChIP signal and motif score observed for a number of our assayed factors. These TFs bind to stronger motifs in the absence of cohesin. Stated alternatively, we observe higher levels of cohesin in the absence of high-scoring motifs. These results suggest that cohesin enables TFs to bind
Coohesion stabilises highly occupied CRMs to sub-optimal motif sequences either by stabilising large protein-DNA complexes at highly occupied CRMs or by inducing binding through specific chromatin contortions.

Importantly, we show that computational classifiers trained to predict high-scoring motif occurrence exhibit markedly improved performance when cohesin is incorporated into the model. Furthermore, using ChIP-seq in the livers of a Rad21-cohesin haploinsufficient mouse model, we show that heterozygous loss of Rad21 results in the loss of 86% of RAD21 binding events found in the wild type. This is accompanied by a reduction in ChIP-seq peak numbers for ONECUT1, CEBPA and HNF4A that disproportionately affects binding events without high-scoring motifs for these TFs. Similarly, we find that sites both without RAD21 peaks and showing a significant loss of ONECUT1 ChIP signal in heterozygous Rad21+/− cells, are also significantly depleted for high-scoring ONECUT1 motifs. Taken together with our observations in wild type cells that cohesin is more abundant at highly occupied CRMs and at those without high-scoring motifs, these results point towards a role for cohesin in stabilising the binding of TFs to cis-regulatory sequences particularly near promoters. Alternatively expression level differences of the TFs themselves caused by the loss of cohesin may contribute to the overall reduction in binding events observed in heterozygous Rad21+/− cells.

Promoter regions are important sites of TF binding where multiple regulatory signals are integrated to coordinate cell-type-specific expression programs. Both CTCF and cohesin have been shown to modulate chromatin structure in order to enable promoter-proximal factors to respond to signals from distant cis-regulatory elements, such as enhancers. However our results indicate that the majority of highly occupied CRMs, which show typical characteristics of enhancers, possess cohesin in the absence of CTCF (CNC sites). An attractive hypothesis is that CTCF may set up indirect chromatin interactions as the primary step towards enabling enhancer-promoter communications. We tested whether the dual presence of CTCF binding events both nearby TSSs and their corresponding enhancers is associated with increased expression levels. Using this simple approach, we observe genome-wide patterns that support the model that concerted CTCF binding to linearly distant regulatory regions is associated with significantly elevated expression levels. Further investigations using 3C-based chromatin conformation assays would be needed to determine whether these patterns are indeed associated with functional chromatin looping interactions between enhancers and promoters.
2.5 Methods

2.5.1 Experimental methods

2.5.1.1 ChIP sequencing

The experiments described in this paragraph were performed by Dominic Schmidt and Michael D. Wilson. ChIP experiments were performed with wild type primary mouse (C57BL/6 and/or C57BL/6xA/J) liver tissue and antibodies against CTCF (2 replicates, 2 individuals; antibody: upstate, 07729), STAG1 (3 replicates, 2 individuals; antibody: abcam, ab4457), STAG2 (singlicate; antibody: abcam, 4664), RAD21 (singlicate; antibody: abcam, ab992), CEBPA (6 replicates, 2 individuals; antibody: santa cruz, sc9314), HNF4A (2 replicates, 1 individual; antibody: aviva systems biology, ARP31946), FOXA1 (2 replicates, 2 individuals; antibody: abcam, ab5089), FOXA2 (4 replicates, 2 individuals; antibody: santa cruz, sc6554), ONECUT1 (6 replicates, 2 individuals; antibody: santa cruz, sc13050), HNF1A (3 replicates, 1 individual; antibody: santa cruz, sc6547), PKNOX1 (singlicate; antibody: santa cruz, sc6245), REST (singlicate; antibody: santa cruz, sc25398), GABPA (2 replicates, 1 individual; antibody: santa cruz, sc22810), E2F4 (singlicate; antibody: santa cruz, sc1082), EP300 (2 replicates, 2 individuals; antibody: santa cruz, sc585), CREBBP (singlicate; antibody: santa cruz, sc369), RNAP2 (2 replicates, 2 individuals; antibody: abcam, ab5408), H3K4me1 (singlicate; antibody: abcam, ab8895), H3K4me3 (singlicate; antibody: abcam, ab5808), H3K36me3 (singlicate; antibody: abcam, ab9050), H3K79me2 (singlicate; antibody: abcam, ab3594) and H2AK5ac (singlicate; antibody: abcam, 1764) as recently described (Schmidt et al. 2009). Briefly, the immunoprecipitated DNA was end-repaired, A-tailed, ligated to the sequencing adapters, amplified by 18 cycles of PCR, and size selected (200-300 bp) followed by single-end sequencing on an Illumina Genome Analyzer according to the manufacturer’s recommendations.

The experiments described in this paragraph were performed by Stephen Watt and Huiling Xu. ChIP experiments were performed with heterozygous Rad21+/− primary mouse liver tissue and antibodies against RAD21 (2 replicates, 2 individuals; antibody: abcam, ab992), CEBPA (2 replicates, 2 individuals; antibody: santa cruz, sc9314), HNF4A (2 replicates, 2 individuals; antibody: aviva systems biology, ARP31946), ONECUT1 (2 replicates, 2 individuals; antibody: santa cruz, sc13050) as above.
2.5.2 Computational methods

2.5.2.1 Read mapping and peak calling

All ChIP sequencing reads from each replicate were aligned to the mouse reference genome assembly (NCBI37/mm9) using BWA\textsuperscript{[204]} with default parameters. After pooling replicate data for each factor/histone-modification, the reads were then filtered to remove low quality mappings (Phred-scaled mapping quality $< 10$), multiple reads mapping to the same genomic location and strand, as well as those mapping to the mitochondrial genome. Peaks were then called on all datasets using matched input data and a dynamic programming algorithm (SWEmbl) with $-\text{R} 0.005$ as recently described\textsuperscript{[167]}.

2.5.2.2 Cohesin-non-CTCF site definition and peak clustering

Firstly, overlapping ChIP-seq peaks for CTCF and the cohesin subunits (STAG1, STAG2, RAD21) were merged to form a set of disjoint genomic regions. Our definition of cohesin-non-CTCF (CNC) sites required the presence of at least one cohesin subunit peak and the absence of CTCF. In order to obtain a high-confidence set of CNC sites, in the absence of significant CTCF ChIP enrichment that may have escaped peak-detection, we required that these sites also satisfied the following criterion: $\log((\text{norm}_{\text{CTCF}})_{\text{ChIP}})/(\text{norm}_{\text{Input}})) < 0.68$. This cut-off corresponds to the fifth percentile of ChIP enrichment scores within CTCF peaks.

Overlapping peak regions of the sequence-specific factors (CTCF, CEBPA, HNF4A, FOXA1, FOXA2, ONECUT1, HNF1A, PKNOX1, REST, GABPA, E2F4), as well as cohesin (STAG1, STAG2, RAD21), CNC sites and the coactivators EP300/CREBBP, were merged to define putative cis-regulatory modules (CRMs)\textsuperscript{[13]}. A single-linkage clustering approach was used, where a peak overlap of $\geq 1$ bp with at least one other peak within a CRM is sufficient for membership within the CRM. The presence or absence of a particular histone-modification (H3K4me1, H3K4me3, H3K36me3, H3K79me2, H2AK5ac) or RNAP2 binding within a CRM was then determined post hoc by satisfaction of either of the following criteria (i) the presence of an overlapping peak, or (ii) ChIP enrichment within the entire CRM region of at least three-fold, where the number of ChIP reads overlapping the CRM $\geq 8$. 
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2.5.2.3 Motif analysis and selection

We used MEME\textsuperscript{[211]} and NestedMica\textsuperscript{[212]} to perform \textit{de novo} motif discovery for each sequence-specific factor using peak regions with the top one thousand scores. In each case, 50 bp of DNA sequence surrounding the SWEmbl summit was used to find five frequently occurring sequence motifs up to 25 bp in length (MEME parameters: \texttt{-nmotifs 5 -maxw 25 -revcomp}; NestedMica parameters: \texttt{-numMotifs 5 -minLength 5 -maxLength 25 -revComp -backgroundOrder 1 -backgroundClasses 4}). We scanned all bound (positive) regions for each factor with PWMs for all five NestedMica motifs as well as the top-scoring MEME motif, to determine the score of the best motif match in each case. We repeated this using equally sized unbound (negative) regions, which were randomly sampled from the repeat- and exon-masked genome. The optimal motif for each factor, which was retained for further analysis, was defined as that best able to discriminate between positive and negative regions according to the AUC (area under ROC curve) performance measure (Figure 2.13). All \textit{de novo} motifs closely match corresponding previously published PWMs in TRANSFAC\textsuperscript{[213]} where available.

2.5.2.4 Mouse ES cell data analysis

Publicly-available ChIP-seq datasets from mouse ES cells were downloaded, re-processed and analysed using a similar procedure to that described above: CTCF, MYC, ESRRB, KLF4, MYCN, SMAD1, STAT3, TCFCP2L1, ZFX, EP300, SUZ12\textsuperscript{[241]}, NANOG, POU5F1, SOX2, H3K79me2\textsuperscript{[248]}, RNAP2\textsuperscript{[249]}, NIPBL, SMC1A, SMC3, MED1, MED12\textsuperscript{[169]}.

2.5.2.5 CRM clustering and analysis

To restrict our analysis to sites with possible patterns of combinatorial TF binding, we filtered our data to retain only CRMs containing a binding event of at least one sequence-specific factor. We used two independent methods (K-means and AutoClass) to group CRMs into similar clusters.

(I) We used K-means to group CRMs into $K$ similar clusters based on the binary presence/absence of the eleven sequence-specific factors within each CRM.
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Figure 2.13: Motifs and motif statistics. The optimal motifs for each sequence-specific factor obtained using ChIP-seq peak sequences as input to MEME/NestedMica. We scanned all bound (positive) regions for each factor with the corresponding PWMs to determine the score of the best motif match in each case. We repeated this using equally sized unbound (negative) regions, which were randomly sampled from the repeat- and exon-masked genome. The PWM score cut-off and percentage of (positive) peaks with the motif, are reported for false discovery rates ($FDR$) of 0.4, 0.35, 0.3, 0.25, 0.20, 0.15, 0.1, 0.05, where $FDR = \frac{FP}{(FP + TP)}$. Motif score cut-offs corresponding to $FDR = 0.4$ were chosen to determine motif presence/absence.
order to choose an appropriate value for $K$, we ran the clustering algorithm on a random subset of 20,000 CRMs and determined the median within-cluster sum of squares (WCSS) over 10 replicates of each value of $K$ in the range [2-50]. The WCSS tends to decrease as the number of clusters $K$ increases, but the decrease flattens slightly for values of $K$ near 10 (Figure 2.14). We used this “elbow” method to choose a value of $K = 10$ when running the algorithm on the entire dataset.

Figure 2.14: Choice of $K$ for K-means CRM clustering analysis. We ran the K-means clustering algorithm on a random subset of 20,000 CRMs and determined the median within-cluster sum of squares (WCSS) over 10 replicates of each value of $K$ in the range [2-50]. The red lines indicate linear regression results using WCSS values in the range [2-10] and [40-50]. The decrease in WCSS is less pronounced for values of $K > 10$. We therefore used $K = 10$ when clustering the entire dataset.

(II) We used *AutoClass*\textsuperscript{[269]} to group CRMs into similar classes based on the normalised ChIP enrichment of the eleven sequence-specific factors within each CRM. *AutoClass* uses a Bayesian probabilistic approach to automatically optimise the properties of each class (as well as the number of classes) to achieve the best separation. An advantage of this “fuzzy” clustering approach, not provided by other traditional clustering methods such as K-means, is the availability of a
measure (posterior probability) to assess the confidence that each CRM belongs to its assigned class. The AutoClass C command-line program was used with the following primary settings: (i) data model: single_normal_cn (factor ChIP enrichments follow conditionally independent normal variables); (ii) convergence criterion: converge_3 (most stringent); (iii) initial values for the number of class: 2, 3, 5, 7, 10, 15, 25, 35, 45, 55, 65, 75, 85, 95, 105; (iv) absolute error of input data: 10% for all factors. We filtered the CRMs in the resulting classification to retain only those with posterior probabilities \( \geq 0.5 \) and combined classes with high correlation (Spearman’s \( \rho > 0.9 \)) between their median ChIP enrichment profiles.

Other CRM attributes such as the ChIP peak presence/absence of other factors/-histone-modifications not used in the original clustering were added to aid visualisation of the clustering results. Gene annotation information from Ensembl version 60\(^{[270]}\) was used to add genomic localisation information for each CRM, where “Promoter” was defined as occurring \( \leq 2.5 \) kb from an annotated TSS, “Exon” corresponds to overlap with an exon but not a promoter, “Intron” corresponds to overlap with a gene but neither an exon nor a promoter, and “Distal” for localisation elsewhere. Gene annotation information for pseudogenes was ignored throughout the analysis.

### 2.5.2.6 Expression analysis

The analysis described in this paragraph was performed by Ángela Gonçalves. We used previously published RNA-seq data from mouse liver to obtain absolute expression estimates for all genes\(^{[254]}\). Briefly, the raw reads were truncated to 35-mers and aligned to mouse transcript sequences (cDNA sequences from Ensembl version 60, NCBI37/mm9) using Bowtie version 0.12.7\(^{[205]}\) with default parameters. Normalised gene expression estimates were obtained using MMSEQ\(^{[225]}\) and summarised by taking the replicate mean.

We used a previously published dataset consisting of expression measurements from 40 diverse mouse tissues to determine sets of genes with liver-specific patterns of expression\(^{[255]}\). The processed data (ArrayExpress accession: E-MTAB-25) was obtained from the Gene Expression Atlas\(^{[271]}\) where up-regulation in a particular tissue with respect to the remainder was assessed using a t-test and \( P < 0.05 \).
2.5.2.7 Motif presence prediction

For each sequence-specific factor, we trained logistic regression classifiers to predict the presence of high-scoring motif matches using the ChIP signals (estimated number of ChIP fragments overlapping a given CRM) of various factors. Models were trained using: (a) ChIP signal of the corresponding factor, and (b) both ChIP signal of the corresponding factor and ChIP signals of the cohesin subunits (RAD21, STAG1, STAG2). Motif score cut-offs corresponding to $FDR = 0.4$ were chosen to determine high-scoring motif match presence/absence. Ten-fold cross-validation was performed using CRMs containing a peak for the factor of interest, where 50% of these CRMs were randomly selected for the training set and the remaining 50% formed the test set.

2.5.2.8 Wild type versus heterozygous $Rad21^{+/-}$ differential binding analysis

Read mapping and filtering for CEBPA and ONECUT1 was carried out as described above for both wild type and heterozygous $Rad21^{+/-}$ ChIP-seq datasets, except reads for biological replicates were handled separately (technical replicates were pooled). The DiffBind package$^{[218]}$ was used with default parameters to determine CRMs with significantly lower ChIP signal in heterozygous $Rad21^{+/-}$ mouse liver cells versus wild type liver cells ($FDR_{\text{threshold}} = 0.1$).
Chapter 3

Cohesin-based chromatin interactions enable regulated gene expression within pre-existing architectural compartments

3.1 Summary

Chromosome conformation capture approaches have shown that interphase chromatin is partitioned into spatially segregated Mb-sized compartments and sub-Mb-sized topological domains. This compartmentalisation is thought to facilitate the matching of genes and regulatory elements, but its precise function and mechanistic basis remain unknown. Cohesin controls chromosome topology to facilitate DNA repair and chromosome segregation in cycling cells, and also associates with active enhancers, promoters and with CTCF to form long-range interactions important for gene regulation. Although these findings suggest an important role for cohesin in genome organisation, this has not been assessed on a global scale. Unexpectedly, we find that architectural compartments – a major feature of interphase chromatin organisation – are maintained in non-cycling mouse thymocytes after genetic depletion of cohesin in vivo. Cohesin is however required for specific long-range interactions within compartments where
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Cohesin-regulated genes reside. Cohesin depletion diminishes interactions between cohesin binding events, while alternative interactions between chromatin features associated with transcriptional activation and repression become more prominent, with corresponding changes in gene expression. Our findings indicate that cohesin-mediated long-range interactions facilitate discrete gene expression states within pre-existing chromosomal compartments.

This study is the result of a collaboration between Dr. Matthias Merkenschlager’s laboratory at the Medical Research Council Clinical Sciences Centre and Dr. Paul Flicek’s research group at the EMBL European Bioinformatics Institute. Dr. Vlad Seitan performed most of the experiments for this project and I carried out the computational analysis, except where otherwise specified. This chapter is based on a manuscript that has recently been accepted for publication in *Genome Research* and is adapted here with the publisher’s permission.

3.2 Introduction

The regulated transcription of mammalian genomes packaged into nuclei six orders of magnitude smaller than the length of chromosomal DNA requires a complex organisation. The underlying mechanisms are beginning to be explored in terms of the biophysical properties of the DNA polymer and associated chromatin\(^{[99]}\), as well as nuclear landmarks such as the nuclear lamina that provide genomic scaffolds\(^{[110,272]}\). Of particular interest are functional interactions that operate within these constraints to facilitate long-range interactions between gene regulatory elements\(^{[52]}\).

Genome-scale chromosome conformation capture has shown that interphase chromatin is organised into Mb-scale compartments that tend to be “open”, gene-rich, highly transcribed and interactive (A) or “closed” (B), gene-poor, and less transcriptionally active\(^{[22]}\). This architecture is thought to facilitate the regulation of gene expression by constraining the number of regulatory elements a given gene is likely to encounter to those that are co-located within the same compartment or domain\(^{[85]}\). However it is unknown how compartments and domains are built, and how they contribute to the precise regulation of gene expression.
The cohesin protein complex is essential for genome integrity in cycling cells where it facilitates post-replicative DNA repair and sister chromatid cohesion by controlling chromosome topology\cite{273,148}. In addition, cohesin contributes to the regulation of gene expression by mechanisms thought to involve long-range interactions between its binding sites at regulatory elements associated with CTCF\cite{142,159,160,161,273} or with active promoters and enhancers\cite{167,169,238,243,274}. Taken together these properties suggest a role for cohesin in genome organisation.

Elucidating the global contribution of cohesin to the organisation of the genome remains a challenge, not least because the depletion of cohesin from proliferating cells interferes with DNA replication, DNA repair and chromosome segregation\cite{148}. Here we use a genetic approach\cite{170} to define the contribution of cohesin to the organisation of the genome and the regulation of gene expression in non-cycling cells in vivo. Previous work has shown that cohesin-deficient thymocytes differentiate with reduced efficiency as a result of defective chromatin architecture, transcription and impaired rearrangement at the Tcra locus\cite{170}. However, the genome-wide impact of cohesin depletion has yet to be determined.

Contrary to expectation we find no major role for cohesin in the maintenance of architectural features of genome organisation. However, cohesin depletion reduces long-range interactions between cohesin-bound sites. The resulting chromosomal interaction landscape is characterised by alternative interactions between chromatin features associated with transcriptional activation and repression. Interestingly, this re-organisation of long-range interactions is accompanied by changes in gene expression. Similarly to previous observations in Drosophila\cite{273}, genes at the lower end of the expression spectrum are preferentially up-regulated, while genes at the higher end of the expression spectrum are preferentially down-regulated. Our data indicate that the organisation of the genome into architectural compartments and the random assortment of genes and regulatory elements within them are insufficient for the precise regulation of gene expression. Rather, cohesin enables discrete gene expression states by promoting cohesin-based interactions within a pre-existing architectural framework.
3.3 Results

In our experimental system the locus encoding the cohesin subunit RAD21 is deleted by the activity of a CD4Cre transgene when developing thymocytes exit the cell cycle as part of their developmental program in vivo. Developing thymocytes arrest at the G1 phase of the cell cycle when DNA is unreplicated and chromosomes are present as single copies, not as sister chromatids. In contrast to some model organisms, homologous chromosomes are not paired in mammalian interphase, and cohesin is not tasked with holding sister chromatids or homologs together. This resulted in Rad21\textsuperscript{lox/lox}CD4Cre\textsuperscript{CD4^+ CD8^+} double positive thymocytes (referred to as “cohesin-deficient thymocytes” below) with a 75-80% reduction in RAD21 protein expression\textsuperscript{[170]}, CTCF binding was not significantly different between control and cohesin-deficient cells. This approach allowed us to investigate the role of cohesin in gene expression regulation and structural organisation of the genome in non-cycling cells without resorting to cell lines or in vitro culture systems.

We prepared Hi-C libraries from two biological replicates of control and cohesin-deficient thymocytes, obtaining a total of $\approx 392 M$ unique valid pairs: $\approx 203 M$ for control and $\approx 188 M$ for cohesin-deficient thymocytes. To define chromosomal compartments we applied eigenvector analysis of chromosomal organisation to iteratively corrected Hi-C maps\textsuperscript{[236]} at 140 kb resolution. Strikingly, the assignment of chromosomal compartments is highly correlated for control and cohesin-deficient thymocytes (Figure 3.1A, B). We conclude that, unexpectedly, Mb-scale architectural compartments assigned by eigenvector analysis of chromosomal organisation are resilient to a 75-80% reduction of RAD21 protein expression in interphase.

3.3.1 Cohesin binding predicts perturbed long-range interactions in cohesin-deficient thymocytes

We applied the HOMER pipeline\textsuperscript{[235]} to our Hi-C data (see Section 3.5.2.3). We first identified 100 kb genomic regions that interacted significantly with each other in either control or cohesin-deficient cells ($FDR = 0.1$), using an approach that takes both linear genomic distance and locus-specific sequencing depth differences into account. Interactions between these 100 kb regions were then compared between control and
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Figure 3.1: Chromosomal compartments are resilient to the depletion of the cohesin subunit RAD21 from non-cycling thymocytes in vivo. (A) Compartment tracks (top) and interaction matrices (bottom) for chr13 at 140 kb resolution in control and cohesin-deficient thymocytes. Of the 17,548 regions evaluated, only two show a consistent compartment change from A to B and two from B to A (change in eigenvector value $> 0.03$). (B) Table showing that Hi-C compartment data are highly correlated for control and cohesin-deficient thymocytes.
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Cohesin-deficient cells. Although the majority of significant interactions are unchanged in cohesin-deficient cells, 10,917 interactions are significantly altered in the pooled data, of which 1,476 are found in replicate 1 and 5,004 in replicate 2 \((P < 0.05)\). There is a highly significant overlap of 502 differential interactions between replicates \((P < 10^{-15})\), odds ratio of 5.25 for increased interactions and 9.96 for decreased interactions. Compared to interactions that are unaffected by the depletion of cohesin, 278 of the 502 differential interactions are decreased and 224 are increased, where all differential interactions are intrachromosomal (Figure 3.2A). The great majority of reduced interactions are contained within individual A compartments and a fraction of gained interactions occur within individual B compartments (Figure 3.2B).

To explore the relationship between cohesin binding and cohesin-dependent differential interactions we focused on the 946 distinct 100 kb genomic regions that participated in the 502 differential interactions. These differentially interacting regions are significantly enriched for the binding of the cohesin subunit RAD21, CTCF, the cohesin loading factor NIPBL and the mediator subunit MED1 (Figure 3.3A). At the 100 kb level, decreased interactions in particular are enriched for cohesin, both with and without CTCF (cohesin-non-CTCF or CNC in Figure 3.3A), CTCF and NIPBL (Figure 3.3A). Increased interactions are enriched for marks of transcriptional activity, including MED1, H3K4me3 and RNA polymerase II (RNAP2) (Figure 3.3A). The observed decrease in interactions between regions rich in cohesin and CTCF binding is intuitive based on reduced interactions between cohesin and CTCF binding sites in cohesin-depleted cells\(^{163,169,170}\). Increased interactions between regions rich in features associated with active genes (MED1, H3K4me3 and RNAP2) could suggest a role for transcriptional activity in such interactions\(^{276}\), although the 100 kb resolution achieved in the analysis of such regions is insufficient to pinpoint the role of individual features in driving differential interactions (see below).

Interactions that decrease upon cohesin depletion are strong in control cells, while interactions that increase following cohesin depletion are significantly weaker than average in control cells where cohesin is present (Figure 3.3B).
Figure 3.2: Cohesin depletion perturbs long-range interactions in cohesin-deficient thymocytes. (A) Circos plot illustrating the chromosomal position of differential interactions in the context of chromosomal compartments. The HOMER software suite was used to determine significant interactions between 100 kb genomic regions in either control or cohesin-deficient thymocytes ($FDR = 0.1$; replicates pooled). Of 10,917 interactions that are significantly altered in the pooled samples, 1,476 interactions change in replicate 1 and 5,004 in replicate 2 ($P < 0.05$). Of 502 differential interactions that are shared between replicates, 278 are decreased (blue) and 224 are increased (red). All differential interactions are intra-chromosomal. Compartment A and B assignment is indicated in the Circos plots by black and grey rectangles respectively. (B) Differential interactions in cohesin-deficient cells are largely contained within pre-existing chromosomal compartments. A: differential interactions entirely contained within the same A compartment. B: differential interactions entirely contained within the same B compartment. A-B: differential interactions bridging A and B compartments. Other: interacting regions are either unassigned or bridge two distinct A or B compartments. Down-regulated interactions (top) and up-regulated interactions (bottom) are shown separately.
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Figure 3.3: Cohesin binding predicts perturbed long-range interactions in cohesin-deficient thymocytes. (A) Features enriched in 100 kb regions that show differential interactions in cohesin-deficient thymocytes. Differential interactions between control and cohesin-deficient samples involve 946 unique 100 kb regions (510 involved in decreased interactions, 427 in increased interactions and 9 involved in both) that participate in 502 unique differential interactions (278 that are decreased and 224 that are increased) and that are shared between replicates ($P < 0.05$). We tested whether differentially interacting 100 kb regions are enriched for the presence of RAD21, CTCF, NIPBL, MED1, H3K4me3 and RNAP2 binding events. Differentially interacting regions are significantly enriched for the binding of the cohesin subunit RAD21, both with and without CTCF (cohesin-non-CTCF; CNC) and of the cohesin-associated factors CTCF and NIPBL, and features of transcriptional activity including MED1, H3K4me3 and RNAP2. Differential interactions are further classified into decreased and increased interactions. (B) Strength distribution of cohesin-dependent interactions. Using the number of Hi-C reads as an indicator of the strength of interactions, differential interactions that are decreased in cohesin-depleted thymocytes are similar in strength to unchanged interactions in control cells, whereas increased interactions tend to be weak before cohesin depletion (Mann-Whitney U test $P < 10^{-15}$). Outliers are not depicted.
3.3.2 Cohesin depletion perturbs gene expression in open compartments

RNA-seq analysis of two independent biological replicates at a depth of 144M total reads identified 1,153 genes that are differentially expressed between control and cohesin-deficient thymocytes ($FDR = 0.05$; 703 up-regulated, 450 down-regulated; Figure 3.4A). We validated 15 of these by quantitative reverse transcriptase polymerase chain reaction (qRT-PCR) and find that both methods are in close agreement (Figure 3.4B). Comparison of this RNA-seq data with our Hi-C compartment results show that 98% of deregulated genes reside in “open” (A-type) compartments (Figure 3.5A; $P < 10^{-15}$, odds ratio=5.49).

Figure 3.4: Differentially expressed genes in cohesin-deficient thymocytes as assayed by RNA-seq. (A) Volcano plot of RNA-seq data. Of the 17,849 genes assayed, 1,153 are significantly differentially expressed in cohesin-deficient thymocytes ($FDR = 0.05$), 450 of which are up-regulated (orange) and 703 down-regulated (green). The red dot represents Rad21. Eight genes above the $-\log_{10}(P\text{-value}) = 50$ threshold (all up-regulated) were omitted from the plot. (B) Validation of RNA-seq data for 15 transcripts over a wide range of expression levels. Shown is fold-change measured by qRT-PCR (X-axis, two independent biological replicates) against the fold-change measured by RNA-seq (Y-axis) and the Pearson correlation coefficient ($r$) for two independent RNA-seq experiments.
3.3.3 Genes that are sensitive to cohesin dosage are bound by cohesin, CTCF and NIPBL

The great majority of genes that are deregulated in cohesin-deficient thymocytes are bound by NIPBL (96%, $P < 10^{-15}$, odds ratio=5.56), RAD21 (82%, $P < 10^{-15}$, odds ratio=2.45), and CTCF (92%, $P < 10^{-13}$, odds ratio=2.16; Figure 3.5B), indicating that most of these genes are direct targets of cohesin-mediated regulation. In agreement with this, the most highly enriched gene ontology (GO) terms (adjusted $P < 10^{-8}$) include functions related to development, transcription, signal transduction, lymphocyte activation and differentiation as well as haematopoiesis and the immune system (Figure 3.5C). There is no enrichment for cell cycle related terms including cell cycle, DNA replication, chromosome segregation and checkpoint activation. Terms relating to DNA damage, DNA repair, and cell division that are highly enriched in results from previous studies using RNAi-mediated depletion of cohesin from dividing ES cells\cite{169} are not enriched in cohesin-deficient thymocytes, validating our rationale for an experimental system based on non-dividing cells. Taken together with the observation that architectural compartments remain largely intact in cohesin-deficient thymocytes, these results suggest that deregulated gene expression occurs at the level of individual loci, and is not secondary to a global collapse in genome organisation.

3.3.4 Predictive features of genes that show cohesin-dependent expression

To delineate factors associated with gene expression changes in cohesin-deficient thymocytes, we used a regression model that integrated gene expression, Hi-C and ChIP-seq data. We assigned genes to one of three classes (up-regulated, down-regulated or unchanged) and tested for the presence or absence of ChIP-seq peaks near each gene promoter (TSS±2.5 kb) as well as gene location within 100 kb regions that interact differentially in control and cohesin-deficient thymocytes. Differential interactions were further divided into interactions that were stronger (DI region, Up) or weaker (DI region, Down) in cohesin-deficient thymocytes. We also considered the presence of the H3K4me3 histone modification, the binding of RAD21, CTCF, NIPBL and Mediator, RNAP2, paused RNAP2 at the promoter\cite{245}, the presence of promoter CpG islands (CGI) and gene length. We determined the relative importance of each variable in
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Figure 3.5: Characteristics of cohesin-sensitive genes. (A) Genes affected by cohesin depletion are associated with open compartments (compartment A). Approximately 98% of differentially expressed genes that could be assigned to compartments (1,121 of 1,142 autosomal and X-linked genes) reside in open compartments, compared with 91.2% (16,255 of 17,819) of genes included in our analysis. Genes spanning more than one compartment were assigned to A when they overlapped at least partially with open compartments; genes overlapping compartments that could not be clearly defined as A or B (unassigned) are denoted as “unassigned”. Only 21 deregulated genes are found outside open compartments. Of these, 11 are located in unassigned compartments and just 10 of 1,142 deregulated genes are located in B-type compartments. This corresponds to a highly significant depletion of deregulated genes in B-type compartments ($P < 10^{-15}$, odds ratio=0.12). (B) Cohesin-regulated genes are bound by cohesin and associated factors. Associations are shown for ChIP-seq peaks for RAD21, NIPBL and CTCF\textsuperscript{[277]} within 2.5 kb of transcription start sites (TSS) and within 10 kb of canonical gene bodies. Note that differentially expressed genes are highly enriched for nearby cohesin binding events, with NIPBL showing stronger association than CTCF. (C) Gene Ontology (GO) analysis of genes that are differentially expressed in cohesin-deficient thymocytes and bound by cohesin (as detected by RAD21 ChIP-seq). Representative GO Biological Process terms with adjusted $P < 10^{-8}$ are shown
the multivariate model and ranked the corresponding coefficients by their statistical significance. The presence of a CGI at the promoter, gene length, the presence near promoters of RAD21, particularly without CTCF (CNC), and promoter-associated RNAP2 emerge as important variables (Figure 3.7; see Figure 3.6 for the results of a univariate analysis considering each variable separately). Interestingly, location within regions that show differential interactions in cohesin-deficient thymocytes – but not a control set of interacting regions that show no differences between control and cohesin-deficient thymocytes (“Random DI region” in Figure 3.7) – is predictive of gene expression changes. Decreased gene expression in particular is associated with differential interactions \( (P < 10^{-11}, \text{odds ratio}=2.63) \).

Investigating variables highlighted by the regression model we first probed the relationship between deregulated gene expression and differential long-range interactions. Results from this analysis show a strong association between decreased interactions and down-regulated gene expression (Figure 3.8A). Further analysis confirmed that genes with increased promoter CpG density are more likely to be up- than down-regulated in cohesin-deficient thymocytes (Figure 3.8B, left), and also more likely to coincide with differentially interacting regions in cohesin-deficient cells (Figure 3.8B, right).

Moreover, longer genes are more likely to be down-regulated in cohesin-deficient cells (Figure 3.8C, left), and are found preferentially in regions of reduced interactions (Figure 3.8C, right). The transcriptional control of long genes may be particularly complex, requiring cis-regulatory elements to coordinate and exert their effects over large genomic distances. For example, the formation of local regulatory neighbourhoods or looping structures\[^{[80]}\] could pose a particular challenge in the case of these genes. A set of complex loci of significantly greater length than average (Mann-Whitney U test \( P < 10^{-15} \)) overlap ultra-conserved non-coding elements, regulatory blocks or archipelagos\[^{[73,278,279]}\]. These loci are preferentially down-regulated in cohesin-deficient thymocytes (Figure 3.8D), which is consistent with a role for cohesin in long-range regulation of genes with complex regulatory inputs.
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Figure 3.6: Univariate analysis of predictors of differential gene expression in cohesin-deficient thymocytes. Multinomial logistic regression model integrating gene expression, Hi-C and ChIP-seq data to predict up-regulated, down-regulated and unchanged genes. Only one variable was included in the model at a time (univariate analysis). Error bars represent 95% confidence intervals. Variables are ranked by coefficient significance from left to right.
Figure 3.7: Multivariate analysis of predictors of differential gene expression in cohesin-deficient thymocytes. Multinomial logistic regression model integrating gene expression, Hi-C and ChIP-seq data to predict up-regulated, down-regulated and unchanged genes. Error bars represent 95% confidence intervals. Variables are ranked by coefficient significance from left to right.
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Figure 3.8: Investigating top predictors of differential gene expression in cohesin-deficient thymocytes. (A) Down-regulated genes are enriched for weakened chromatin interactions in cohesin-deficient cells. (B) Promoter CpG content of deregulated genes (DE) and genes participating in differential interactions (DI) in cohesin-deficient thymocytes. Up-regulated genes are associated with higher levels of promoter CpG dinucleotides (TSS±2.5 kb) than both down-regulated and non-differentially expressed genes. Likewise, genes participating in increased interactions in cohesin-deficient thymocytes tend to have higher promoter CpG content. Outliers are not depicted. (C) Gene length of deregulated genes (DE) and genes participating in differential interactions (DI) in cohesin-deficient thymocytes. Down-regulated genes are significantly longer than both up-regulated and non-differentially expressed genes. Likewise, genes involved in decreased interactions in cohesin-deficient thymocytes tend to be longer. Outliers are not depicted. (D) Genes with complex regulatory inputs require cohesin for full expression. UCNE, ultra-conserved non-coding elements[279].
3.3.5 Cohesin depletion perturbs long-range interactions within architectural compartments and compresses the dynamic range of gene expression

We used Structured Interaction Matrix Analysis (SIMA)\(^{89}\) to obtain a high-resolution view of interactions between specific chromatin features within the chromosomal compartments assigned by eigenvector analysis of chromosomal organisation. Although the number of Hi-C reads that map to any one specific feature – for example a cohesin-bound site – is too low to assign interactions with confidence, this approach is designed to combine information associated with multiple feature occurrences\(^{89}\). We focused on open (A-type) compartments where the great majority of cohesin binding sites and cohesin-regulated genes reside (Figure 3.5A) and selected a range of features for analysis. These include ChIP-seq peaks for cohesin and associated factors, histone modifications indicative of active (H3K4me3) and repressed (H3K27me3) chromatin states, enhancers, transcription start sites of active and silent genes, as well as control sites that do not overlap with these features. For each compartment we counted Hi-C reads connecting features of the same type (homotypic interactions) and Hi-C reads connecting different features (heterotypic interactions), associating Hi-C reads that mapped within 10 kb of each feature\(^{280}\). To determine the impact of cohesin on these interactions we compared interactions in control and cohesin-deficient cells for each feature (and pair of features) within between corresponding open compartments (see Section 3.5.2).

This approach reveals that interactions between RAD21 and CTCF sites are reduced in cohesin-deficient thymocytes (Figure 3.9), and the analysis of interactions between all pairs of features reveals that RAD21-RAD21, RAD21-enhancer and CTCF-RAD21 interactions are most strongly decreased (Figure 3.10A). This result is consistent with previous 3C experiments, which indicate reduced interactions between such sites in cohesin-depleted cells\(^{163,169,170}\).

Interactions that remain – or even increase – in cohesin-deficient cells include features of active transcription such as NIPBL, H3K4me3 and RNAP2 and extend to interactions between activation-associated features and repressive H3K27me3 marks (Figure 3.10A, B). Upon cohesin depletion, promotors of genes that are silent in control cells also show detectable interactions with a range of features linked to transcriptional
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Figure 3.9: Impact of cohesin-deficiency on homotypic cohesin-based and alternative interactions. SIMA was used to determine the enrichment of Hi-C reads in interactions connecting “like” features in control and cohesin-deficient thymocytes. The difference between normalised enrichment ratios in each condition was assessed by the Wilcoxon signed-rank test (see Section 3.5.2).

To ask whether these interactions in cohesin-deficient cells are selective, we identified control sites that are at least 10 kb removed from the other features considered. Interactions involving these “random” sites showed little cohesin dependence, suggesting that increased interactions preferentially involve sites that are characterised by the presence of the features analysed, thereby providing a measure of selectivity (Figure 3.11A).

Since SIMA effectively aggregates Hi-C data over all occurrences of a specific feature, we do not know whether the increased representation of alternative interactions in cohesin-deficient cells is absolute or relative to the loss of cohesin-based interactions. Either way, the data indicate a shift in the chromatin landscape in cohesin-deficient cells from cohesin-based to alternative interactions (Figure 3.10B).

As a proxy for the scale of differential interactions with decreased and increased representation in our Hi-C data, we stratified SIMA results by compartment size. Interestingly, the reduction of cohesin-based interactions is most pronounced in compart-
Figure 3.10: Impact of cohesin-deficiency on all pair-wise feature-based interactions. (A) SIMA results for homotypic interactions are shown together with those associated with interactions connecting different features (heterotypic interactions). Refer to Figure 3.9 for details. Homotypic RAD21-RAD21 interactions are the most decreased, followed by RAD21-enhancer and CTCF-RAD21 interactions. Interactions between features associated with active transcription are strongly increased in cohesin-deficient thymocytes, as are interactions involving the repressive histone modification H3K27me3\(^{[281]}\) with marks of active transcription. (B) Cytoscape representation of SIMA results in (A). Edge colour and width correspond to the Wilcoxon signed-rank test effect size and significance, respectively.
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Figure 3.11: Selectivity of increased interactions and the effect of compartment size on all pair-wise feature-based interactions. (A) Impact of cohesin-deficiency on all pair-wise feature-based interactions as assayed by SIMA (see Section 3.5.2 and Figure 3.9). “Random” sites (green text) were defined as at least 10 kb removed from other features. Note that interactions involving these random sites show little cohesin dependence. (B) Compartment size and the impact of cohesin-deficiency on pair-wise feature-based interactions. Interactions were assayed by SIMA and stratified by compartment size (see Section 3.5.2 and Figure 3.9). The effect of reduced cohesin-based interactions is most pronounced within the more numerous smaller compartments (300 kb-3 Mb), whereas increased alternative interactions dominate within larger compartments (3-5 Mb).
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ments < 1 Mb in size, suggesting an upper limit for cohesin-based interactions within compartments (Figure 3.11B and Figure 3.12). On the other hand, the alternative interactions detected in cohesin-deficient cells increase with compartment sizes > 1 Mb, suggesting that they preferentially occur over larger distances or in larger compartments, which may exhibit a greater degree of complexity (Figure 3.11B and Figure 3.12).

Figure 3.12: Length scale of lost and gained cohesin-dependent feature-based interactions. Boxplots are based on SIMA comparisons stratified into three classes according to compartment size (≤ 1 Mb, 1-3 Mb, > 3 Mb). Effect sizes for decreased interactions (blue: RAD21-RAD21, CTCF-RAD21, CTCF-CTCF) and increased interactions (red: the remainder) were grouped and are indicated separately (see legend). The effect of reduced cohesin-based interactions is most pronounced within smaller compartments and decreases when larger compartments are considered (Pearson correlation coefficient $r = -0.66$, $P < 0.01$), whereas alternative interactions increase with compartment size ($r = 0.7$, $P < 0.001$). Outliers are not depicted.

The prominence of interactions between features associated with both active gene expression and silencing in cohesin-deficient cells (Figure 3.10A) resonates with models where cohesin not only facilitates specific interactions, but also provides separation between genes and regulatory elements\cite{78,91,110,282}. To determine the effect of the homogenisation of long-range interactions on gene expression, we stratified genes ac-
Cohesin enables sub-compartment gene regulation according to their level of expression. Consistent with the altered chromatin interaction landscape described above, gene expression is perturbed across the entire range of the expression spectrum (Figure 3.13A). In addition, genes with low expression are more often up-regulated while genes with high expression are more often down-regulated (Figure 3.13A). This results in a systematic skewing of gene expression away from the extremes of the dynamic range and towards average values (Pearson’s correlation coefficient \( r = -0.16, P < 10^{-7} \); Figure 3.13A). Accordingly, the proportion of up-regulated genes is higher at the lower end of the expression spectrum, while the proportion of down-regulated genes is lower at the higher end of the expression spectrum (Pearson’s correlation coefficient \( r = -0.97, P < 10^{-4} \); Figure 3.13B). Hence, genes showed a more uniform pattern of expression in cohesin-deficient cells.

### 3.4 Discussion

The cohesin protein complex provides physical linkage between sister chromatids from the time of chromosome duplication in S-phase until chromosomes segregate in cell division\(^{[148]}\) and can form long-range interactions that link gene regulatory elements with their targets in interphase\(^{[163,169,170]}\). Unexpectedly, our Hi-C analysis shows that cohesin is not required for the maintenance of compartments in non-dividing mammalian cells, at least not at a level of 75-80% cohesin depletion in our experimental system\(^{[170]}\). This reduction is far greater than the 20-30% reduction known to cause severe developmental abnormalities in model organisms and in human Cornelia de Lange Syndrome (CdLS\(^{[283,284]}\). The maintenance of architectural compartments may be dependent on other factors with chromatin organising potential in thymocytes, such as SATB1\(^{[285]}\), although their ubiquitous presence in normal cells suggests that they are instead a reflection of nuclear lamina interactions\(^{[110,272]}\) or simply genome-wide differences in transcriptional activity. In contrast to the preservation of architectural genome organisation, we find that cohesin depletion alters long-range chromosomal interactions within compartments and results in a more uniform expression of genes affected by cohesin depletion.

We find that the presence of cohesin binding sites coincides with differential interactions of 100 kb regions that show both increased and decreased interactions in
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Figure 3.13: Cohesin depletion compresses the dynamic range of gene expression. (A) Genes were stratified into ten equally sized log intervals from low (0 – 1) to high (> 9) based on the average gene expression of control and cohesin-deficient thymocytes. Boxplots indicate the distribution of gene expression fold changes in cohesin-deficient thymocytes. The number of genes in each bin is indicated (bins 1 and 2 are empty). Note that lowly expressed genes are frequently up-regulated, whereas highly transcribed genes tend to be down-regulated. P-values are based on one-sample Wilcoxon signed-rank tests and indicate significant difference from 0 (no change). Genes with zero mean expression in both cohesin-deficient and control thymocytes are excluded and outliers are not depicted. (B) Barplot indicating the proportion of up- and down-regulated genes in each gene expression interval (see A). The proportion of up-regulated genes is anti correlated with interval rank (Pearson’s correlation coefficient $r = -0.97$, $P < 10^{-4}$).
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cohesin-deficient thymocytes. Our analysis at the local level shows that cohesin depletion reduces long-range interactions locally within 10 kb of RAD21 and CTCF binding sites, as well as near enhancers. Other interactions remain, or even increase, in cohesin-deficient cells. These alternative interactions include features of transcriptionally active and repressed chromatin. Using compartment size as a proxy for the length scale of interactions, cohesin-based interactions and the alternative interactions detected in cohesin-deficient cells appear to differ in scale. Consistent with correlative data\(^{[286,287]}\), cohesin-dependent interactions within compartments are mostly confined to distances < 1 Mb, i.e. the scale of topologically associated domains (TADs). In contrast, the alternative interactions detected in cohesin-deficient cells increase with compartment sizes above 1 Mb. This result suggests that TAD-scale cohesin-based interactions prevent the detection of longer-range alternative interactions. Hence, disrupting cohesin-based interactions may lead to a degree of mixing between chromosomal domains beyond the TAD scale (> 1 Mb).

Since SIMA effectively aggregates Hi-C data over all occurrences of a specific feature we do not know whether the observed increases are absolute, or relative to the loss of cohesin-based interactions. Either way, the data indicate a shift in the chromatin landscape in cohesin-deficient cells from cohesin-based to alternative interactions. Importantly, the homogenisation of interactions that results from this shift is consistent with the pattern of deregulated gene expression in cohesin-deficient thymocytes where genes at the lower end of the expression spectrum are preferentially up-regulated, while genes at the higher end of the expression spectrum are preferentially down-regulated. Perhaps this is the genome-scale equivalent of the ability of CTCF and CTCF-associated cohesin to mediate insulator and boundary functions. Although such functions have been predicted based on correlative analysis of histone modifications\(^{[134]}\), lamin-associated domains\(^{[110]}\) and long-range interactions maps\(^{[91]}\), their impact on gene expression was previously documented only in reporter assays\(^{[78,282]}\) and at individual loci, based on the manipulation of individual CTCF sites\(^{[288]}\) or the deletion of CTCF\(^{[289]}\). We speculate that cohesin-based interactions limit the extent of alternative interactions to enable discrete gene expression states.

Our conclusion that cohesin contributes to functional interactions within pre-existing chromosomal compartments contrasts with cohesin’s structural role in providing stable cohesion between sister chromatids\(^{[148]}\). On closer inspection, however, this con-
clusion is consistent with a substantial body of existing knowledge on how cohesin interactions with chromatin are regulated during the cell cycle. In the G1 phase of the cell cycle, chromatin-associated cohesin shows relatively rapid turnover and has a half-life of minutes\textsuperscript{[290,291,292,293]}. It is only during S-phase that a subset of cohesin complexes is stabilised by the acetylation of specific lysine residues in the SMC3 subunit, which displace the cohesin unloading factor WAPL and allow association of the cohesin-stabilising factor sororin to extend the half-life of a subset of cohesin complexes\textsuperscript{[290,291,294]}. This subset of long-lived cohesin complexes is thought to have a structural role by mediating cohesion between sister chromatids from S-phase until the transition between metaphase and anaphase, which can be hours or even decades in the case of human oocytes\textsuperscript{[295]}. However, a population of cohesin complexes with high turnover remains even after DNA replication, and perhaps it is those complexes that continue to contribute to the regulation of gene expression during the S- and G2-phases of the cell cycle. The depletion of the cohesin removal factor WAPL demonstrates the consequences of rendering all cohesin complexes stable\textsuperscript{[294]}. Interestingly, loss of WAPL causes dramatic changes in the structure of interphase chromatin and perturbs the regulation of gene expression\textsuperscript{[294]}. It therefore appears that dynamic cohesin turnover is essential for regulated gene expression, and we speculate that this behaviour is reflected in the contribution of cohesin to genome organisation in interphase that is described by our data.

### 3.5 Methods

#### 3.5.1 Experimental methods

*The experiments described in this paragraph were performed by Vlad Seitan, Ye Zhan and Rachel Patton McCord.* The conditional *Rad21* allele crossed to CD4Cre and methods for RT- and genomic PCR, chromosome conformation capture and ChIP-seq have been described\textsuperscript{[170]}. ChIP was performed using Abcam ab992 rabbit polyclonal antibody to RAD21\textsuperscript{[170]}, Bethyl Laboratories A300-793A rabbit polyclonal antibody to MED1\textsuperscript{[169]} and Bethyl Laboratories A301-779A rabbit polyclonal antibody to NIPBL\textsuperscript{[169]} . RNA-seq was carried out as previously described\textsuperscript{[170]} except that we used Truseq kits according to the manufacturers’ instructions (Illumina). Hi-C libraries were prepared as previously described\textsuperscript{[22,296]}.
3.5.2 Computational methods

3.5.2.1 ChIP-seq read mapping and peak calling

Raw read alignment, filtering and peak calling for RAD21, MED1, NIPBL, CTCF and definition of CNCs was carried out as previously described. ChIP-seq data for H3K27me3 was similarly processed, except CCAT version 3.0 was used to identify the relatively broad regions occupied by this mark (pre-compiled histone modification configuration). Single base-pair summit positions for H3K4me3, RNAP2 and enhancers were obtained from the Mouse ENCODE Project were extended to a width of 200 bp to define peak regions.

3.5.2.2 RNA-seq data analysis

Raw reads for each condition and replicate were independently aligned to mouse transcript sequences (cDNA sequences from Ensembl version 66, NCBI37/mm9) using Bowtie version 0.12.8 with default parameters. Gene expression estimates and normalised count equivalents were obtained using MMSEQ version 0.11.2. We used the Bioconductor R package DESeq version 1.6.1 to determine significantly differentially expressed genes in cohesin-deficient thymocytes versus control cells ($FDR = 0.05$). Empirical gene expression dispersion values were estimated in a condition-specific fashion (method=“per-condition”) and used to fit a dispersion-mean relationship, where only the fitted values were used (sharingMode=“fit-only”). T cell receptor gene segments, pseudogenes, ribosomal genes and genes with an aggregate exon mappability score in the lowest ten percentile (UCSC genome browser track “wgEncodeCrgMapabilityAlign50mer”) were excluded from the analysis. Expressed genes were defined as those having $\log(\text{expression level} + 1)$ $\geq 1$ in control cells; otherwise genes were considered silent.

3.5.2.3 Hi-C data analysis

Iterative error correction of Hi-C data was performed as described. The HOMER Hi-C software analysis pipeline was used to determine significant interactions, differ-
Cohesin enables sub-compartment gene regulation and to perform Structured Interaction Matrix Analysis (SIMA) [89]. Briefly, paired-end reads were trimmed to remove sequence following the canonical HindIII ligation junction sequence (1 bp mismatch allowed to account for potential star activity). Trimmed reads were aligned independently to the mouse reference genome assembly (NCBI37/mm9) using BWA [204]. Paired-end reads were merged and filtered to remove duplicate read pairs (-tbp 1), paired-end reads likely representing continuous genomic fragments or re-ligation events (-removePEbg), self-ligations (-removeSelfLigation) and reads originating from regions with unusually high tag density (-removeSpikes 10000 5). Additionally, only read-pairs where both ends mapped near restriction sites were retained (-both).

To identify differential interactions, we first determined a “universe” of interactions on which to focus the analysis, defined as significant interactions between 100 kb genomic regions in either control or cohesin-deficient thymocytes (replicates pooled; FDR = 0.1). HOMER uses the binomial distribution to determine significant deviations above the expected number of Hi-C reads occurring between two loci, where the background model takes into account linear genomic distance and locus-specific sequencing depth differences. For each replicate, high scoring differential interactions (P < 0.05) were then determined by comparing Hi-C read levels between control and cohesin-deficient thymocytes within this subset of all possible interactions. Only differential interactions consistently identified in both Hi-C replicates were retained for downstream analysis.

To determine genomic features associated with chromatin interactions, we used a method that pools Hi-C information associated with a given set of genomic regions within a specified set of domains (SIMA) [89]. We used default resolution (-res 2500) and optimal Hi-C interaction search space parameters (-superRes 10000). Domains of interest were defined as merged adjacent 140 kb regions within open compartments at least 500 kb (-minDsize 500000) and not more than 5 Mb in length. Within-domain associations were assessed independently in control and cohesin-deficient thymocytes for all peak sets (RAD21, MED1, NIPBL, CTCF, H3K4me3, H3K27me3, RNAP2, enhancers) as well as all canonical TSSs (excluding pseudogenes; Ensembl version 66), promoters of silent genes, expressed genes and significantly differentially expressed genes. Normalising by the number of expected Hi-C reads under the background model and comparing to the randomised average (after shuffling feature positions 10,000 times)
we obtained an enrichment ratio for each genomic region indicating the association of each feature (or feature pair) with interactions contained within that region. To determine the impact of cohesin on these interaction associations we compared observed/randomised enrichment ratios in control and cohesin-deficient cells for each feature (or feature pair) within each compartment. The size and direction of change in these ratios in cohesin-depleted thymocytes was compared using a paired statistical test (Wilcoxon signed-rank test) to provide a measure for the cohesin dependence of long-range interactions between specific features.

3.5.2.4 Multinomial logistic regression model

We used gene features derived from ChIP-seq, RNA-seq, Hi-C, genomic sequence and annotation to predict gene expression changes in cohesin-deficient thymocytes using a multinomial logistic regression model (nnet R package version 7.3-1\textsuperscript{[298]}). Model coefficients were estimated using the quasi-Newton BFGS optimisation algorithm. Binary variables used included RAD21 (overlapping CTCF), cohesin-non-CTCF (CNC), CTCF, NIPBL, MED1, H3K4me3 and RNAP2 peak and CpG island (CGI)\textsuperscript{[299]} overlap within the gene promoter (TSS ± 2.5 kb), paused promoter RNAP2 (Pindex ≥ 4\textsuperscript{[245]}), gene body overlap with 100 kb differentially interacting (DI) regions (Up, increased; Down, decreased) as well as a randomly selected “control” set of interacting regions. We also included total gene length as a continuous variable. The three-class categorical response variable was encoded as follows: “0” non-differentially expressed, “-1” significantly down-regulated, “1” significantly up-regulated.
Chapter 4

The CTCF paralog
CTCFL/BORIS regulates gene expression and displaces cohesin from promoter-proximal sites when expressed in somatic cells

4.1 Summary

CTCFL (also known as BORIS) is the paralog of CTCF, a highly conserved and ubiquitously expressed DNA-binding protein with multiple roles in gene regulation and genome organisation in conjunction with cohesin. Although CTCF and CTCFL possess highly similar 11 zinc finger DNA-binding domains, their C- and N-terminal domains show no significant similarity (see Figure 4.1) and there is growing evidence that they fulfil equivalently divergent – possibly even antagonistic – cellular functions. To investigate the impact of CTCFL on global gene expression and its uncharacterised relationship with cohesin, we expressed a FLAG-tagged version of CTCFL in mouse ES cells and generated genome-wide binding maps of CTCF, CTCFL and cohesin (RAD21) by ChIP-seq. While CTCF occurs primarily at promoter-distal regulatory elements and recruits cohesin to these sites, we find that CTCFL binding occurs within a strikingly different DNA sequence and chromatin context, preferentially interacting
with GC-rich active promoters. The functional significance of CTCFL binding to active promoters is supported by CTCFL-associated changes in the expression of many of its target genes. Mechanistically, we find evidence that CTCFL modulates gene expression at least in part by reducing the association of cohesin with promoter-proximal regulatory elements, thereby potentially perturbing cohesin-mediated regulatory interactions. Hence our results show that the paralogs CTCF and CTCFL have evolved divergent strategies for cohesin-based gene expression regulation.

This study is the result of a collaboration between Dr. Matthias Merkenschlager’s laboratory at the Medical Research Council Clinical Sciences Centre and Dr. Paul Flicek’s research group at the EMBL European Bioinformatics Institute. Dr. Hegias Mira-Bontenbal performed most of the experiments for this project and I carried out the computational analysis, except where otherwise specified.

Figure 4.1: Schematic alignment of mouse CTCFL and CTCF protein sequences. Amino acid sequences of both proteins are shown (Clustal X colour scheme) together with the conservation score (bottom), where bar height and colour indicate the level of conservation. The highly conserved 11 zinc finger DNA-binding domains are indicated.

4.2 Introduction

Compared to CTCF, there has been less attention focussed on its sole paralog, CTCFL (also known as BORIS), and consequently its cellular function remains poorly understood. Open questions regarding the function of CTCFL binding include whether it has a role in regulating imprinted genes, whether it competes with CTCF for binding sites and the extent of its effect on global gene expression and DNA methylation, particularly in the context of oncogenesis. The expression of CTCFL in cancer cells and
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lately its detection at lower levels in normal cells\cite{176} suggest a more widespread functional role outside of germ cell development. A recent genome-wide study showed that CTCFL associates with promoter-proximal nucleosome free regions, but it remains unclear whether this binding is opportunistic or functionally relevant\cite{175}. Furthermore, considering that CTCF and cohesin are co-dependent, it is of particular interest to determine whether CTCFL interferes with this relationship and/or recruits cohesin to its own binding sites.

4.3 Results

4.3.1 CTCFL associates with the majority of active promoters in human K562 leukaemia cells and mouse ES cells

To determine the binding preferences and possible functions of CTCFL expression in somatic cells, we analysed previously published ChIP-seq datasets in human K562 leukaemia cells from the ENCODE project\cite{15}. As expected, we found that CTCFL and CTCF co-bind many target regions (16,622), but a large fraction of binding events for each factor were occupied in isolation (Figure 4.2). The vast majority of CTCF binding events occur distal to promoters (TSS±2.5 kb; 80.9%), whereas CTCFL occurs more frequently within promoter regions (39.9%), particularly in the case of CTCFL-only binding events (55.9%; Figure 4.3). This is consistent with a previous report of promoter-proximal binding of CTCFL over-expressed in mouse ES cells\cite{175}.

Visualising the status of chromatin within regions corresponding to the three distinct sets of CTCFL/CTCF-bound loci shown in Figure 4.2, we observe a number of striking differences (Figure 4.3). CTCFL binding is associated with increased ChIP signal for H3K4me2/3, H3K79me2 and RNA polymerase II (RNAP2), all of which are characteristics of active chromatin. Di- and trimethylation of H3K4 and RNAP2 are associated with active promoters, and H3K79 dimethylation has been implicated in transcriptional elongation\cite{300}, suggesting that CTCFL may preferentially associate with TSSs of active genes.
CTCFL regulates gene expression by displacing cohesin

Figure 4.2: Venn diagrams showing the numbers of CTCF-only, CTCFL-only and CTCFL+CTCF (1bp peak overlap) binding events in K562 and mouse ES cells. The values in parentheses indicate the number of high-confidence CTCFL-only sites with no significant CTCF ChIP enrichment ($P < 0.05$).

The localisation of FLAG-CTCFL expressed in mouse ES cells (Figure 4.4B) mirrored the distribution of endogenous CTCFL in K562 cells in terms of partial overlap with CTCF (Figure 4.2) and promoter-proximal binding (36.6% and 53.3% for total CTCFL and CTCFL-only respectively; Figure 4.3). Combining our data with a reprocessed collection of previously published ChIP-seq datasets in mouse ES cells [54,56,241,248,249], we observe that the preference of CTCFL for marks of active transcription and the presence of RNAP2 is recapitulated in this system (Figure 4.3). Importantly, these maps of chromatin state were compiled using mouse ES cells prior to FLAG-CTCFL transfection. We can therefore infer that these marks are not simply a consequence of CTCFL binding, but more likely represent conditions favourable for its recruitment to chromatin.

Restricting our analysis to promoters only (TSS±2.5 kb), we see that CTCFL targets a subset of these regions with characteristics of active transcription (Figure 4.5A). Defining active promoters as those possessing both H3K4me3 and RNAP2 ChIP-seq peaks (TSS±2.5 kb), in K562 cells we see that endogenous CTCFL associates with the majority (67%) of active but with only a minority (13.6%) of inactive promoters (Fisher’s Exact Test $P < 10^{-15}$, odds ratio=12.9). Similarly, 73.9% of active but only 11.6% of inactive promoters bound FLAG-CTCFL in mouse ES cells (Fisher’s Exact Test $P < 10^{-15}$, odds ratio=21.6; Figure 4.5B). Hence, CTCFL binds most active pro-
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Figure 4.3: Heatmap representation of ChIP-seq fragment profiles indicates CTCFL binding events are characterised by an active chromatin status and promoter proximity. Profiles consist of input corrected FPKM for the indicated ChIP-seq datasets calculated at 100 bp resolution and shown within a 5 kb window centred on either the CTCFL or CTCF peak summit position. “Promoter” associated binding events (red) were defined as occurring within 2.5 kb of an annotated TSS; occurrence elsewhere classified as “Distal” (blue).
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Figure 4.4: Validation of RNAi-mediated knockdown of CTCFL in K562 cells and characterisation of FLAG-CTCFL ES cells. (A) CTCFL immunoblot analysis of K562 cells transfected for 48h with control or CTCFL siRNA. Lamin B is the loading control. (B) Anti-FLAG immunoblot analysis of ES cells stably transfected with FLAG-CTCFL (clone 1, 2) or control vector. Lamin B is the loading control. (C) PCR validation of CTCFL-regulated genes in mouse ES cells. qRT-PCR analysis of a selection of imprinted and cancer-related genes that change expression in FLAG-CTCFL ES cells. Ctcf and Rad21 expression remained unchanged and are shown as control.

motors when present in somatic cells and the observed differences in chromatin state at sites of CTCFL binding (Figure 4.3) cannot be entirely explained by its preference for promoter regions in general. The extent to which CTCFL associates with active promoters was not apparent from a previous study\(^{[175]}\), not least because the number of CTCFL binding sites identified was too small to match the number of active promoters.

4.3.2 In contrast to CTCF, CTCFL binds clusters of GC-rich motifs and low complexity repeats

De novo motif-finding (see Section 4.5.2) recovers a CTCFL motif which is highly similar to the canonical CTCF motif in both K562 cells and mouse ES cells (Figure 4.6). The only difference in the 14-mer CTCF consensus (GCGCCCCCTGGTGG) is the replacement of the right-most thymine with cytosine in that of CTCFL (GCGCCCCCTGGCGG).

Despite similarities in their genome-wide motifs, CTCFL binds genomic loci with
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Figure 4.5: CTCFL associates with the majority of active promoters in human K562 leukaemia cells and mouse ES cells. (A) Promoter-proximal CTCFL binding is associated with elevated H3K4me2/3 and RNAP2 ChIP signal, particularly in the absence of CTCF. Outliers are not depicted. (B) Numbers of active and inactive promoters bound by CTCFL (TSS±2.5 kb). Active promoters are defined as those with both H3K4me3 and RNAP2 ChIP-seq peaks within 2.5 kb of the TSS. Fisher’s Exact Test P-values indicate the statistical significance of the positive association between active promoters and CTCFL occupancy.
Figure 4.6: De novo motif characterisation and distribution within CTCF and CTCFL-bound regions. (A) Optimal motifs from de novo motif discovery using CTCF and CTCFL ChIP-seq peak sequences as input to MEME/NestedMica (see Methods). (B) In the absence of CTCF, CTCFL binds to regions of the genome with higher numbers of lower-scoring motifs.
higher numbers of motif instances (or words) than CTCF. Whereas most CTCF-only binding events contain 1-3 motifs in both K562 cells and mouse ES cells (median = 3), the median number of motifs within CTCFL-only peaks is 12 in K562 cells and 14 in mouse ES cells (Figure 4.6B). Co-bound CTCFL+CTCF regions show intermediate numbers of motif instances. Additionally, considering only the single highest-scoring motif per peak, CTCFL-only regions show the weakest match to the corresponding de novo motif (Figure 4.6B). These results show a preference of CTCFL for regions with multiple lower-scoring motif instances when bound independently of CTCF.

In order to further investigate the common and specific binding preferences of CTCFL and CTCF, we compiled a catalog of distinct 14-mer motif words bound at least five times by either factor. By counting the number of times a specific word is bound, and normalising by the total number of occurrences in the entire genome, we obtain a score indicating the genome-wide preference of a given factor for a given motif word. Figure 4.7 shows these normalised word frequencies for CTCFL and CTCF grouped into three classes based on the relative scores for each factor. In total we found 1,560 highly bound words (normalised frequency ≥ 0.5) in K562 cells and 15,704 such words in mouse ES cells. Motif representations of the collection of words in each class are also shown (Figure 4.7). As expected, the words for which CTCF shows a stronger preference (1,024 and 575 in K562 cells and mouse ES cells respectively) closely match the de novo motif and together recapitulate the canonical consensus. Words bound with equal preference between CTCFL and CTCF (83 and 126) show similar results. On the other hand, motif words that are more highly bound by CTCFL (456 and 15,006) comprise a heterogeneous mix of sequences, which, in ensemble, result in a relatively weak GC-rich summary motif with reduced information content.

Consistent with the above results, we find that CTCFL is enriched within low sequence complexity regions as defined by RepeatMasker\textsuperscript{[301]}, specifically GC-rich repeats (Figure 4.8). Interestingly, CTCFL is particularly depleted at B2 repeats, which are retroelements responsible for rodent-specific expansions of CTCF binding\textsuperscript{[117]}. 
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Figure 4.7: CTCFL binding preferences are stronger than CTCF for a diverse set of GC-rich motif words. Heatmaps show the normalised frequency of highly bound motif words (CTCF or CTCFL normalised frequency $\geq 0.5$) occurring $\geq 5$ times within CTCF or CTCFL ChIP-seq peaks. Summary motifs derived from the corresponding motif word subsets are shown.
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Figure 4.8: CTCFL binding is enriched in regions with high GC content and low DNA sequence complexity. Association of CTCF-only, CTCFL+CTCF and CTCFL-only binding events with repeat families are shown. Only repeat families with at least 5% overlap with at least one binding event class are shown.

4.3.3 CTCFL-regulated genes are enriched for active, CGI promoters, imprinting and relevance to cancer

As suggested by Sleutels et al.\cite{175}, the localisation of CTCFL to active promoters could be a result of “opportunistic” binding i.e. largely due to the generally permissive, nucleosome-depleted chromatin status of these regions. CTCFL binding in this scenario is expected to be of little or no consequence for gene expression. Alternatively, such binding could reflect functional CTCFL-promoter interactions that affect the expression of the corresponding target genes. To distinguish between these two possibilities, we depleted endogenous CTCFL from K562 cells and enforced CTCFL expression in mouse ES cells, and quantified the associated changes in global gene expression.

Acute depletion of endogenous CTCFL in K562 cells resulted in the deregulation of 1,037 transcripts ($FDR = 0.05$; 636 down, 401 up; Figure 4.9; Figure 4.4A). Genes that bind CTCF, RAD21 and CTCFL are preferentially deregulated, as are genes with active, CpG island-containing (CGI) promoters\cite{299} (Figure 4.10). Perturbed genes in response to CTCFL knockdown are also enriched for putative house-keeping functions\cite{302}, which is unsurprising considering that the vast majority of these genes have CGI promoters (92.8%). On the other hand, only four testis-specific genes and 74 genes
CTCFL regulates gene expression by displacing cohesin with tissue-specific patterns of expression were deregulated, neither of which correspond to a significant enrichment.

Figure 4.9: Impact of CTCFL on gene expression in K562 cells and ES cells. Volcano plots of microarray expression results. Left: Of the 32,321 transcripts assayed in siCTCFL K562 cells, 1,037 are significantly differentially expressed ($FDR = 0.05$), 401 of which are up-regulated (red) and 636 down-regulated (blue). Right: Of the 34,760 transcripts assayed, 6,294 are significantly differentially expressed in FLAG-CTCFL mouse ES cells ($FDR = 0.05$), 2,602 of which are up-regulated (red) and 3,692 down-regulated (blue). The green dots represent Ctcfl in each cell type respectively.

Stable expression of FLAG-CTCFL in mouse ES cells resulted in CTCFL binding at 12,891 active promoters (Figure 4.5) and CTCFL-bound genes are highly enriched among the 4,064 differentially expressed genes (Figure 4.10). Similarly to K562 cells, deregulated genes in mouse ES cells are enriched for CGI promoters, CTCF and RAD21 promoter-proximal binding, as well as house-keeping functions. We also tested a set of recently identified imprinted mouse genes and a set of putative human oncogenes for preferential deregulation by CTCFL. Using orthologs (obtained from Ensembl version 66) in human and mouse respectively, we find that these
Figure 4.10: Impact of CTCFL on gene class expression in K562 cells and ES cells. Gene sets deregulated in siCTCFL K562 cells and FLAG-CTCFL mouse ES cells. Association of the indicated gene sets with membership in the list of genes significantly differentially expressed in each cell type was assessed using Fishers Exact Test (bars represent odds ratio; *P < 0.05, ***P < 0.001). Genes with active promoters were defined as those with both H3K4me3 and RNAP2 ChIP-seq peaks within 2.5 kb of the TSS. Gene sets were also defined based on promoter overlap (TSS±2.5 kb) with a CpG island[^299], as well as with either CTCFL, CTCF and RAD21 ChIP-seq peaks. The number of deregulated genes in each class is indicated at the base of the bars.
classes of genes are sensitive to CTCFL concentration in both of these systems (Figure 4.10). Validation by qRT-PCR confirmed differential expression of selected imprinted and cancer-related genes (Figure 4.4C). We conclude from these findings in K562 and mouse ES cells that CTCFL regulates many of the genes that it binds to, and that CTCFL binding to promoter-proximal sites is functional.

4.3.4 The relationship between CTCFL and cohesin binding

Following from the observation that cohesin (RAD21) is enriched at the promoters of genes deregulated by CTCFL, particularly in K562 cells (Figure 4.10), we decided to test the association of these genes with previously defined candidate genes for cohesin-mediated regulation in mouse ES cells\[169\]. Kagey et al.\[169\] used RNAi to decrease the expression of the cohesin subunit SMC1A in mouse ES cells, however five days after knockdown the expression of most (> 10,000) tested genes was affected. In an attempt to enrich for likely targets, the authors restricted this set of genes to those additionally affected by RNAi-mediated knockdown of the cohesin loading factor NIPBL and the Mediator subunit MED12, which has been shown to interact with cohesin\[169\]. Similarly to the authors, we further defined direct targets as gene promoters also bound by cohesin (RAD21), NIPBL and Mediator (MED12 or MED1) as assayed by ChIP-seq. These criteria define a set of 224 potential cohesin-regulated genes, which overlap significantly with genes regulated by CTCFL in mouse ES cells (Fisher’s Exact Test $P < 10^{-15}$, odds ratio=3.26). Interestingly, we find an even stronger association with a more comprehensive set of 964 genes significantly affected by acute genetic depletion of the cohesin subunit RAD21 in mouse ES cells (Fisher’s Exact Test $P < 10^{-15}$, odds ratio=4.22; unpublished data).

To directly investigate the impact of CTCFL on cohesin binding we next carried out ChIP-seq experiments to map the cohesin subunit RAD21 in FLAG-CTCFL mouse ES cells. Comparison of cohesin maps showed a moderate reduction in the number of RAD21 peaks from 28,444 RAD21 peaks in WT ES cells to 22,711 RAD21 peaks in FLAG-CTCFL ES cells. The complete loss of RAD21 peaks from gene promoter regions is significantly associated with differential expression of the corresponding genes (Fisher’s Exact Test $P < 10^{-15}$, odds ratio=1.76). Focussing on promoter-proximal
binding events, we find that although cohesin recruitment is only marginally affected at CTCF-only sites, co-bound CTCFL+CTCF, and CTCFL-only sites in particular, show markedly reduced cohesin binding in FLAG-CTCFL mouse ES cells (Figure 4.11). Distal RAD21 binding events are affected to a lesser degree (Figure 4.12). Reduced cohesin binding was confirmed by ChIP-qPCR at a selection of CTCFL target regions (Figure 4.13).

4.4 Discussion

By comparing genome-wide ChIP-seq profiles of CTCFL and CTCF with maps of chromatin state in K562 and mouse ES cells, we show that the paralogs have overlapping yet far from identical binding preferences, despite their highly conserved DNA binding domains.

Our results indicate that CTCFL binds to the majority of active promoters and, in contrast to CTCF, shows greater diversity in its preferred DNA sequence context. While CTCFL’s binding site motif is almost indistinguishable from the canonical CTCF motif and the ChIP signal of both paralogs is stronger at regions where they co-occur (Figure 4.3 and 4.11), independent CTCFL binding seems to be governed by a different set of “rules”. Apart from CTCF, CTCFL localises within regions containing clusters of relatively low-scoring motifs, which points towards mechanisms such as cooperativity (with itself or with other cofactors) to promote binding to these otherwise sub-optimal and potentially lower-affinity sequences. Evidence that this binding is Indeed functional – as opposed to opportunistic – is provided by the fact that CTCFL is highly enriched within the promoters of genes that it regulates (Figure 4.10). The depletion of CTCFL-only sites within B2 and Alu repeats, which are both lineage-specific transposable elements (short interspersed elements, SINEs) responsible for re-organising regulatory landscapes in mouse and human respectively, may reflect distinct mechanisms of binding site evolution for CTCF and CTCFL. The binding of CTCF to B2 retroelements may protect them from the silencing effects of DNA methylation and thereby constitute an escape strategy[52]. However, the depletion of CTCFL at these sites, together with its enrichment within promoter CGIs, supports the idea that CTCF and CTCFL differ in terms of their effect on methylated DNA and perhaps also their respective contribution to transposable element retention.
Figure 4.11: (A) Heatmap representation of ChIP-seq fragment profiles indicates preferential RAD21 depletion at promoter-proximal CTCFL binding events in FLAG-CTCFL mouse ES cells. Profiles consist of input corrected FPKM for the indicated ChIP-seq datasets calculated at 100 bp resolution and shown within a 5 kb window centred on either the CTCFL or CTCF peak summit position. Only profiles associated with promoter-proximal binding events are shown (TSS±2.5 kb). (B) Boxplots showing ChIP enrichment for the indicated ChIP-seq datasets corresponding to the windows described in A. Wilcoxon signed-rank test effect size (r) and significance are indicated for the difference between RAD21 in WT and FLAG-CTCFL cells (***(P < 0.001).
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Figure 4.12: (A) Heatmap representation of ChIP-seq fragment profiles indicates RAD21 depletion at promoter-distal CTCFL binding events in FLAG-CTCFL mouse ES cells. Profiles consist of input corrected FPKM for the indicated ChIP-seq datasets calculated at 100 bp resolution and shown within a 5 kb window centred on either the CTCFL or CTCF peak summit position. Only profiles associated with promoter-distal binding events are shown (> 2.5 kb). (B) Boxplots showing ChIP enrichment for the indicated ChIP-seq datasets corresponding to the windows described in A. Wilcoxon signed-rank test effect size (r) and significance are indicated for the difference between RAD21 in WT and FLAG-CTCFL cells (***, P < 0.001).
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Figure 4.13: Validation of reduced RAD21 binding at CTCFL target sites. (A) CTCFL does not alter the expression of RAD21 protein or its association with chromatin in FLAG-CTCFL ES cells. Whole cell lysates of control vector and FLAG-CTCFL ES cells were fractionated into soluble and chromatin-bound and analysed by immunoblotting for RAD21, γ-tubulin (soluble) and Lamin B (nuclear insoluble). (B) The enrichment of RAD21 at specific loci was assayed by ChIP-qPCR in ES cells stably transfected with control vector (black) and FLAG-CTCFL (red). Sites include promoter-distal CTCF-RAD21 sites, differentially methylated regions (DMRs) of imprinted loci, known CTCFL target loci, promoter-proximal CTCFL-only sites identified in this study as well as the negative control sites chrX:100692 kb and chr17:13025 kb. Above: data normalised to the chr17:16298 kb CTCF-only binding site (mean ±SD, n=3). Below: same data normalised to control vector ES cells to show the enrichment or depletion of RAD21 at each locus in FLAG-CTCFL ES cells.
Surprisingly, the number of highly bound CTCFL/CTCF motif words is more than an order of magnitude greater in mouse ES cells than in K562 cells. This disparity is largely attributable to additional CTCFL-only bound words in mouse ES cells and may be related to the many more CTCFL-only peaks in this cell type. We speculate that CTCFL binding in these regions, and in turn the extent of bound motif word diversity, may be concentration-dependent. Dose-dependent effects of CTCFL on gene expression, chromatin organisation and cancer cell viability have been demonstrated previously.\cite{305,306}.

The binding of CTCFL to GC-rich repeats and its preferential perturbation of genes with promoter CpG islands suggests that CTCFL may play a role in determining or maintaining the epigenetic status of these regions, which are known sites of dynamic transcriptional regulation by DNA methylation in the germline.\cite{307}. The striking association of CTCFL with H3K4me2 in K562 cells (Figure 4.5) is much reduced in mouse ES cells where this modification was assayed before FLAG-CTCFL transfection, indicating that CTCFL may be involved in the deposition of this mark. Interestingly, SET1A, a H3K4 methyltransferase, has been shown to interact with CTCFL and co-bind targets upstream of \textit{Myc} and \textit{BRCA1}, thereby increasing local H3K4me2 and expression of these oncogenes.\cite{178} Additionally, there is evidence for a relationship between H3K4me2 and the protection of inactive unmethylated CpG islands from DNA methylation.\cite{308} CTCFL expression in cancer cells as well as in developing germ cells is correlated with global genome-wide changes in DNA methylation – physiological and aberrant respectively. Therefore, our findings that CTCFL tends to bind and regulate many essential house-keeping and imprinted genes as well as those with oncogenic potential is consistent with a role for CTCFL in the epigenetic control of transcription. Importantly, these results are consistent between the two somatic cell types in our study, supporting their generality.

In addition to CTCF sites, cohesin is also found at active enhancers and promoters, where its binding is associated with tissue-specific transcription factors and Mediator components.\cite{167,169,238} Together, these two classes of cohesin binding events are thought to form a network of long-range interactions that reflects and promotes cell-type-specific gene expression programmes.\cite{52} Cohesin binding to active genes has been linked to transcriptional regulation\cite{169,170} and an unexpected finding of our study is that CTCFL binding reduced the recruitment of cohesin to promoter-proximal regions.
Reduced cohesin recruitment is not explained by altered cohesin expression at RNA or protein level, or a change in the fraction of chromatin-associated cohesin. Although CTCFL expression does not (or only marginally) affect cohesin recruitment to CTCF-only sites, both co-bound CTCF+CTCFL and CTCFL-only sites show significantly reduced cohesin binding in FLAG-CTCFL ES cells.

The eviction of cohesin from promoter-proximal sites represents an interesting mechanism for CTCFL-mediated gene expression that is expected to significantly impact the biology of cells expressing the protein. This novel function adds to the catalogue of potential antagonistic properties of CTCF and CTCFL. It remains to be explored whether other particular peculiarities of CTCFL expression, such as its dynamic cellular localisation\textsuperscript{[176,182]} and multiple splice isoforms\textsuperscript{[309]}, influence its ability to impact CTCF binding and cohesin recruitment.

4.5 Methods

4.5.1 Experimental methods

The experiments described in this section were performed by Hegias Mira-Bontenbal.

4.5.1.1 ChIP sequencing

Methods for RT- and genomic PCR, and ChIP-seq for RAD21, CTCF and FLAG-CTCFL were carried out as previously described\textsuperscript{[170]}, except elution of the FLAG ChIP was done using a 3xFLAG elution peptide (0.2µg/µl final concentration), 30min 4°C, twice, then proceeding to normal reverse cross-linking as with the other ChIP and Input samples.

4.5.1.2 Microarray experiments

For K562 experiments, 10\textsuperscript{6} cells were transfected with CTCFL siRNAs (four individual siGENOME, Dharmacon) using DharmaFECT reagent 4 following the manufacturers instructions (Dharmacon). SiGENOME Non-Targeting siRNA #2 was used as Control. Total RNA and protein samples were generated from three independent experiments. Knockdown was confirmed by immunoblot 48h after siRNA transfection. Microarray samples were prepared following Affymetrix instructions and a GeneChip Human Gene
1.0 ST Array was used. For mouse ES cell experiments, microarray samples of three biological replicates of total RNA of Vector Only mouse ES and FLAG-CTCFL ES cells were prepared following Affymetrix instructions and a GeneChip Mouse Gene 1.0 ST Array was used.

4.5.2 Computational methods

4.5.2.1 ChIP-seq read mapping and peak calling

Raw read alignment, filtering and peak calling for CTCFL, CTCF, H3K4me1, H3K4me2, H3K4me3, H3K9me3, H3K27me3, H3K36me3, H3K79me2, EP300, RNAP2 and RAD21 in K562 cells (GRCh37/hg19); H3K4me1, H3K4me2, H3K4me3, H3K9me3, H3K27me3, H3K36me3, H3K79me2, EP300, EP300, RNAP2 and RAD21 in mouse ES cells (NCBI37/mm9) and the definition of CTCFL-non-CTCF (CTCFL-only) sites was done as previously described (see Section 2.5.2).

The computational analysis described in this paragraph was performed by Adam Giess. For CTCF, FLAG-CTCFL, RAD21 in WT ES cells and RAD21 in FLAG-CTCFL ES cells, raw reads were aligned with Eland (Illumina GA pipeline version 1.4.1; NCBI37/mm9). Peaks were called using SWEmbl with \(-R \ 0.01\), only uniquely mapping reads and fragment length estimates \((-f)\) of 110 (FLAG-CTCFL), 121 (CTCF), 108 (RAD21\(^{WT}\)) and 130 (RAD21\(^{FLAG-CTCFL}\)).

4.5.2.2 Motif analysis

De novo motif finding and selection for CTCF and CTCFL/FLAG-CTCFL were carried out as previously described (see Section 2.5.2). Similarly, motif score cut-offs corresponding to \(FDR = 0.4\) were chosen to determine motif presence/absence. For motif word analysis, the de novo motifs for CTCF and CTCFL were used to scan their respective peak regions to identify all 14-mer motif occurrences bound at least five times by either CTCF or CTCFL. We then estimated the genomic frequency of all words using Nucleotide-Nucleotide BLAST version 2.2.26+ (blastn) and only retaining perfect full-length matches: \(-evalue \ 20\) \(-word\_size \ 7\) \(-reward \ 1\) \(-penalty \ -3\) \(-gapopen \ 5\) \(-gapextend \ 2\) \(-dust \ no\). The normalised word frequency was calculated for each word by dividing the number of bound occurrences by the total number of occurrences in the genome. Limiting the analysis to only highly bound words
(normalised word frequency ≥ 0.5), words were grouped into three classes based on their relative CTCF/CTCFL frequencies i.e. $CTCF = CTCFL$ (equal preference), $CTCF > CTCFL$ (CTCF preference stronger), $CTCFL > CTCF$ (CTCFL preference stronger). Summary PWMs and associated motifs were constructed using the Bioconductor R package seqLogo version 1.14.0.

### 4.5.2.3 Microarray analysis

Microarray datasets for both siCTCFL K562 cells and FLAG-CTCFL mouse ES cells were processed using the Bioconductor R package vsn version 3.16.0\cite{220}. Differential expression was determined at the transcript level using the Bioconductor R package limma version 3.4.4\cite{221,222}, which employs empirical Bayes methods to borrow information between genes. Significant differential expression of at least one transcript was defined as sufficient for differential expression of the associated gene. For this reason genes can be simultaneously classified as significantly up- and down-regulated (one gene in K562 cells, 19 genes in mouse ES cells).
Chapter 5

Conclusions and future work

In this thesis I have investigated key DNA-associated proteins with closely related roles in the control of mammalian chromatin architecture and gene expression. The three independent studies presented here rely on different experimental and computational approaches, but share a number of similarities. These include in vivo maps of cohesin and CTCF binding in different mouse cell types (liver, thymus, ES) and results with implications for genome-wide chromatin organisation. Common computational themes include the use of machine learning techniques as well as established and novel visualisation methods to navigate these high-dimensional datasets, thereby helping to generate hypotheses for follow-up experiments.

Methods in computational biology can be broadly classified into two categories: hypothesis-driven and so-called “hypothesis-free” (exploratory) approaches. The former – embodied by the statistical hypothesis test – represent the classical approach to scientific research, where data is collected or analysed for the express purpose of proving or disproving a predefined theory. On the other hand, the aim of the latter is to discover previously unknown properties of biological systems using machine learning techniques such as unsupervised clustering, de novo sequence motif discovery and PCA. A more appropriate term to describe these explorative approaches is “hypothesis-relaxed” as they tend to rely on general, implicit hypotheses about the presence of structure in the data. Both approaches were used in analyses presented in this thesis, but there are clear benefits of exploratory methods when confronted with high-dimensional datasets. Clustering can aid visualisation by summarising genome-wide data in an easily-interpretable manner. This in turn allows for (human) domain expert-based pattern discovery and the generation of novel hypotheses, which can then
be evaluated formally using statistical hypothesis tests. In this way, these two approaches can be combined into a sequential knowledge discovery “pipeline” consisting of hypothesis-generation (exploratory) and hypothesis-testing phases.

In Chapter 2 I describe results obtained using such a procedure. Insights from the integration of a large catalogue of genome-wide data comprising TF binding, chromatin state and gene expression, further define the role of cohesin at loci apart from CTCF. Here cohesin preferentially colocalises with clusters of TFs that possess signatures of active transcriptional regulation. Evidence that cohesin stabilises the binding of these TFs to tissue-specific CRMs is supported by comparisons to data obtained from mouse liver cells with only one functional copy of a gene encoding a crucial cohesin subunit (Rad21). In Chapter 3 I present results from the analysis of experiments conducted in a developing mouse thymocyte system free from cell division-related biases, where the same subunit was subject to conditional homozygous genetic deletion. This enabled the genome-wide study of cohesin’s proven ability to facilitate chromatin contacts between CTCF binding events – and others – once again in the context of cell-type-specific transcriptional regulation. Here, results from the computational analysis of maps of global chromatin conformation in both normal and cohesin-deficient cells, support a model where cohesin collaborates with CTCF to constrain functional interactions within active compartments.

In Chapter 4 I describe results from the study of enforced CTCFL expression in mouse ES cells, which suggest that the protein can perturb the relationship between CTCF, cohesin and chromatin. CTCFL binding correlates with widespread gene expression changes and comparisons to results from knockdown experiments in a human cancer cell line (K562) indicate common properties of affected targets. CTCFL misexpression results in preferential deregulation of active, house-keeping genes with promoter-associated cohesin in both cell types, but particularly so in cancer cells. Coupled with preliminary results showing cohesin depletion at CTCFL-bound sites in ES cells, this points toward a possible mechanism of action i.e. transcriptional regulation by disrupting cohesin recruitment. Cohesin deregulation is associated with pleiotropic effects due to its diverse functions, and therefore it is revealing that enforced CTCFL expression, as well as silencing, results in large numbers of both up- and down-regulated genes in different cell types.
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Results from the study of ectopic CTCFL in somatic cells may help to understand the role of transient CTCFL expression in germ cells. Developing sperm cells undergo global chromatin reorganisation involving the near complete replacement of histones with protamines, which dramatically condense DNA into toroidal structures and are essential for normal sperm functioning\cite{310}. However, a subset of promoters retain their modified nucleosomes in sperm cells and the corresponding genes are enriched in specialised functions related to embryonic development\cite{311}. Apart from CTCFL’s hypothesised role in the regulation of global DNA methylation, further investigation into this alternative epigenetic mechanism seems promising. Also, in view of cohesin’s lately proposed role in the inheritance of accessibility\cite{312}, it would be interesting to explore whether CTCFL is capable of interfering in this process, thereby helping to reset patterns of open chromatin in the germline.

Chapters 2 and 3 relate to seemingly distinct putative functions for cohesin – stabilisation of TF binding and stabilisation of chromatin interactions respectively – the reconciliation of which is an important consideration. Firstly, the former may be directly related to chromatin topology, where looping interactions between distinct regulatory elements (in cis or trans) may facilitate indirect binding of TFs to chromatin at mutually contacting sites. In addition to reduced contacts between CTCF binding events, cohesin depletion in non-dividing thymocytes also decreases interactions between tissue-specific enhancers, as well as heterotypic enhancer-cohesin and enhancer-CTCF interactions. Indeed, the link between chromatin looping events, accessibility and “phantom” signals in ChIP-seq (indicative of indirect binding events) has recently been explored in terms of cotranscriptional splicing\cite{313}.

Secondly, these potentially unrelated roles may be performed during distinct stages of the cell cycle. Cohesin itself is subject to multiple levels of cell cycle-dependent regulation, involving differential loading (NIPBL), unloading (WAPL), stabilisation (sororin), post-translational modification (SMC3 acetylation by ECO1) and cleavage (separase). Although the experiments in thymocytes used cells arrested in interphase and, likewise, the vast majority of adult hepatocytes are non-proliferating\cite{314}, the latter are likely to have suffered from cell cycle-related effects during prior development in the case of Rad21 haploinsufficiency. Similar to results presented in this work, the authors of a recently published study involving the most comprehensive ChIP-seq profiling of TFs in a single cell type to date\cite{312} (human colorectal cancer LoVo cells), ob-
serve CTCF-independent cohesin binding together with almost all TF clusters (CRMs). Consistent with a role in the stabilisation of TF binding, the authors also provide evidence that cohesin promotes chromatin accessibility and TF recruitment, suggesting that cohesin persistence at these sites during mitosis (when most TFs dissociate from chromatin) serves as an epigenetic “bookmark”. In this model, cohesin ensures stable TF binding across cell division events – possibly involving contacts in *trans* between homologous CRMs – but this does not exclude an interphase role in the stabilisation of transcriptional regulatory contacts in *cis*.

There are a number of promising avenues for further purely computational investigations of themes established in this thesis. A publicly available high resolution Hi-C dataset from human fibroblasts\[^{315}\] could be used to independently test hypotheses from Chapter 2. For example, the presence of mirrored CTCF binding events near transcription start sites and cohesin-bound enhancers is predicted to be associated with “bridging” interactions leading to elevated expression levels of the corresponding target genes. The enhancer-promoter interactions identified in this Hi-C dataset could also be used to determine whether putative indirect TF binding – inferred from the absence of motifs – is indeed associated with chromatin looping events. Furthermore, incorporating data describing dynamic chromatin state, temporal gene expression changes during development\[^{281}\] and TADs identified using the existing thymocyte Hi-C data is likely to improve the regression model described in Chapter 3.

During interphase, CTCF’s role is tightly linked to that of cohesin and it would be valuable to determine what proportion of co-bound sites facilitate chromatin looping, enhancer and/or insulator functions. Studying the effects of artificially introduced CTCF motifs on chromatin architecture at different genomic loci could have implications for our understanding of the evolution of its binding sites. Although CTCF-independent cohesin binding is investigated in this thesis, the functions of the low number of cohesin-independent CTCF sites is still unknown. Similarly, other combinations involving cohesin-associated proteins may perform specific, as yet undefined, functions. A recent study in this direction attempted to disentangle subclasses of CTCF, cohesin and mediator binding events by correlating these results with chromatin loops identified by 5C in ES and neural progenitor cells\[^{286}\]. The high resolution 5C assay, as well as the reduced representation ChIA-PET method, may also help to answer questions about the connectivity of particular regulatory elements in the genome, i.e. how fre-
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quently enhancers, promoters and insulators connect with each other and themselves to coordinate their effects on target genes.

Although unbiased (genome-wide) high resolution chromatin conformation assays are currently impractical, it is now possible to detect protein-DNA interactions at high resolution. ChIP-exo enables TF binding events to be determined at close to single base pair resolution and is expected to trivialise tasks like motif discovery, indirect binding event identification and integration with nucleotide-level DNA methylation datasets[316]. Such assays could be used to address open questions regarding CTCFL binding and motif distribution, as well as the possibly indirect nature of TF binding within cohesin-occupied CRMs. Other techniques that will benefit research of high-order chromatin structure are assays to determine RNA-chromatin interactions, as demonstrated by RNA antisense purification (RAP) recently used to map Xist lncRNA binding locations in the context of X-chromosome inactivation[317]. The list of ncRNAs involved in controlling chromatin architecture is growing and a possible relationship between enhancer-bound cohesin and the generation of enhancer RNAs(eRNAs) with topological functions is an intriguing one.

More broadly, with the plummeting cost of DNA sequencing and emergence of microfluidics technologies comes the promise of potentially measuring the state of entire cell populations or tissues at single-cell resolution[319]. Apart from bringing nearer into view the seemingly impossible task of constructing realistic bottom-up computational models of whole organisms, ChIP-seq and 3C-based assays of individual cells would enable researchers to better understand interaction signals. Current approaches relying on population averages cannot distinguish whether signal differences are attributable to alterations in interaction frequency (across all cells) or to cell-to-cell heterogeneity. Progress in this direction has been made by a recent study that mapped the conformation of X chromosomes in single cells by Hi-C, confirming the existence of megabase-sized domains despite high levels of cell-to-cell variability at larger scales[320]. Combining these types of experiments with single-cell gene expression measurements will be a promising approach to study the contribution of cell-specific chromatin interactions to inter-cell gene expression variability, which may play a role in autonomous cell-fate decisions[321].

Lastly, as high-throughput technologies relentlessly improve in terms of speed and
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cost, perceptions of wastefulness towards the collection of enormous quantities of bi-
ological data will likely continue to be challenged by results from increasingly sophis-
ticated hypothesis-generation methods, which naturally complement hypothesis-driven
(or hypothesis-limited[322]) approaches. These methods will be crucial to interpret fu-
ture maps of genome state at higher resolutions in space and time, thus enabling more
complete functional characterisations of key factors involved in the organisation of chro-
matin structure.
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